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1 to 7.8 Mbits memory

True Dual Port/Pseudo Dual Port/Single
Port

Dedicated FIFO logic for all block RAM

Features

B High Performance FPGA Fabric
e 15K to 115K four input Look-up Tables (LUT4s)

* 139t0 942 |/Os 500MHz performance

* 700MHz global clock; 1GHz edge clocks « Additional 240K to 1.8Mbits distributed RAM
i H ™
B 4to32 H_|gh Speed SERDES and flexiPCS B sysCLOCK™ Network
(per Device)
* Performance ranging from 600Mbps to 3.8Gbps

¢ Excellent Rx jitter tolerance (0.8Ul at

» Eight analog PLLs per device
— Frequency range from 15MHz to 1GHz

3.125Gbps) — Spread spectrum support
» Low Tx jitter (0.25Ul typical at 3.125Gbps) ) :jilaDyLLS per device with direct control of /O

* Built-in Pre-emphasis and equalization
e Low power (typically 105mW per channel)

* Embedded Physical Coding Sublayer (PCS)
provides pre-engineered implementation for the

— Frequency range from 100MHz to 700MHz
* Extensive clocking network
— 700MHz primary and 325 MHz secondary

following standards: clocks
— GbE, XAUI, PCI Express, SONET, Serial ~ 1GHz l/O-connected edge clocks
RapidlO, 1G Fibre Channel, 2G Fibre Channel * Precision Clock Divider

— Phase matched x2 and x4 division of incom-
ing clocks

¢ Dynamic Clock Select (DCS)
— Gilitch free clock MUX

B 2Gbps High Performance PURESPEED™ /O
» Supports the following performance bandwidths

— Differential I/O up to 2Gbps DDR

(1GHz Clock)
— Single-ended memory interfaces up to B Masked Array for Cost Optimization
800Mbps (MACO™) Blocks
e 144 Tap programmab|e |nput De|ay (|NDE|_) ® On-Chip structured ASIC Blocks provide pre-
block on every I/O dynamically aligns data to engineered IP for low power, low cost system
clock for robust performance level integration
— Dynamic bit Adaptive Input Logic (AIL) mon- M High Performance System Bus
itoring and control circuitry per pin that auto- * Ties FPGA elements together with a standard
matically ensures proper set-up and hold bus framework
— Dynamic bus: uses control bus from DLL — Connects to peripheral user interfaces for
— Static per bit run-time dynamic configuration
¢ Electrical standards supported: B System Level Support
— LVCMOS 3.3/2.5/1.8/1.5/1.2, LVTTL * |EEE standard 1149.1 Boundary Scan, plus
— SSTL 3/2/18 1, Il; HSTL 18/15 1, I ispTRACY™ internal logic analyzer
— PCI, PCI-X * |EEE Standard 1532 in-system configuration
— LVDS, Mini-LVDS, Bus-LVDS, MLVDS, * 1.2V and 1.0V operation
LVPECL, RSDS, Hypertransport « Onboard oscillator for initialization and general
* Programmable On Die Termination (ODT) use
— Includes Thevenin Equivalent and low ¢ Embedded PowerPC microprocessor interface
power V1 termination options * Low cost wire-bond and high pin count flip-chip
B Memory Intensive FPGA packaging
» sysMEM™ embedded Block RAM e Low cost SPI Flash RAM configuration
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Table 1-1. LatticeSC Family Selection Guide

Device SC15 SC25 SC40 SC80 SC115
LUT4s (K) 15 25 40 80 115
sysMEM Blocks (18Kb) 56 104 216 308 424
Embedded Memory (Mbits) 1.08 1.92 3.98 5.68 7.8
Max. Distributed Memory (Mbits) 0.24 0.41 0.65 1.28 1.84
Number of 3.8Gbps SERDES (Max.) 8 16 16 32 32
DLLs 12 12 12 12 12
Analog PLLs 8 8 8 8 8
MACO Blocks 4 6 10 10 12
Package I/O/SERDES Combinations (1mm ball pitch)
256-ball fpBGA (17 x 17mm) 139/4
900-ball fpBGA (31 x 31mm) 300/8 378/8
1020-ball fcBGA (33 x 33mm) 476/16 562/16
1152-ball fcBGA (35 x 35mm) 604/16 660/16 660/16
1704-ball fcBGA (42.5 x 42.5mm) 904/32 942/32

Note: The information in this preliminary data sheet is by definition not final and subject to change. Please consult the Lat-
tice website and your local Lattice sales manager to ensure you have the latest information regarding the specifications for
these products as you make critical design decisions.

The LatticeSCM devices add MACO-enabled IP functionality to the base LatticeSC devices. Table 1-2 shows the
type and number of each pre-engineered IP core.

Table 1-2. LatticeSCM Family

Device SCM15 SCM25 SCM40 SCM80 SCM115
flexiMAC Blocks
* 1GbE Mode 1 5 5 5 4

¢ 10GbE Mode
* PCI Express Mode

SPI14.2 Blocks 1 2 2 2 2

Memory Controller Blocks
* DDR/DDR2 DRAM Mode

* QDR II/ll+ SRAM Mode 1 2 2 2 2
e RLDRAM |
¢ RLDRAM II CIO/SIO
Low Speed CDR Blocks 0 0 2 2 2
PCI Express LTSSM (PHY) Blocks 1 0 2 2 2

Note: See each IP core user’s guide for more information about support for specific LatticeSCM devices.

Introduction

The LatticeSC family of FPGA combines a high-performance FPGA fabric, high-speed SERDES, high-perfor-
mance I/Os and large embedded RAM in a single industry leading architecture. This FPGA family is fabricated in a
state of the art technology to provide one of the highest performing FPGAs in the industry.

This family of devices includes features to meet the needs of today’s communication network systems. These fea-
tures include SERDES with embedded advance PCS (Physical Coding sub-layer), up to 7.8 Mbits of sysMEM
embedded block RAM, dedicated logic to support system level standards such as RAPIDIO, HyperTransport,
SPI4.2, SFI-4, UTOPIA, XGMII and CSIX. The devices in this family feature clock multiply, divide and phase shift
PLLs, numerous DLLs and dynamic glitch free clock MUXs which are required in today’s high end system designs.
High speed, high bandwidth I/O make this family ideal for high throughput systems.
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The ispLEVER® design tool from Lattice allows large complex designs to be efficiently implemented using the Lat-
ticeSC family of FPGA devices. Synthesis library support for LatticeSC is available for popular logic synthesis tools.
The ispLEVER tool uses the synthesis tool output along with the constraints from its floor planning tools to place
and route the design in the LatticeSC device. The ispLEVER tool extracts the timing from the routing and back-
annotates it into the design for timing verification.

Lattice provides many pre-designed IP (Intellectual Property) ispLeverCORE™ modules for the LatticeSC family.
By using these IPs as standardized blocks, designers are free to concentrate on the unique aspects of their design,
increasing their productivity.

Innovative high-performance FPGA architecture, high-speed SERDES with PCS support, sysMEM embedded
memory and high performance I/O are combined in the LatticeSC to provide excellent performance for today’s
leading edge systems designs. Table 1-3 details the performance of several common functions implemented within
the LatticeSC.

Table1-3. Speed Performance for Typical Functions’

Functions Performance (MHz)?
32-bit Address Decoder 539
64-bit Address Decoder 517
32:1 Multiplexer 779
64-bit Adder (ripple) 353
32x8 Distributed Single Port (SP) RAM 768
64-bit Counter (up or down counter, non-loadable) 369
True Dual-Port 1024x18 bits 372
FIFO Port A: x36 bits, B: x9 bits 375

1. For additional information, see Typical Building BLock Function Performance table
in this data sheet.
2. Advance information (-7 speed grade).
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Architecture Overview

The LatticeSC architecture contains an array of logic blocks surrounded by Programmable I/O Cells (PIC). Inter-
spersed between the rows of logic blocks are rows of sysMEM Embedded Block RAM (EBR). The upper left and
upper right corners of the devices contain SERDES blocks and their associated PCS blocks, as show in Figure 2-1.

Top left and top right corner of the device contain blocks of SERDES. Each block of SERDES contains four chan-
nels (quad). Each channel contains a single serializer and de-serializer, synchronization and word alignment logic.
The SERDES quad connects with the Physical Coding Sub-layer (PCS) blocks that contain logic to simultaneously
perform alignment, coding, de-coding and other functions. The SERDES quad block has separate supply, ground
and reference voltage pins.

The PICs contain logic to facilitate the conditioning of signals to and from the I/O before they leave or enter the
FPGA fabric. The block provides DDR and shift register capabilities that act as a gearbox between high speed I/0
and the FPGA fabric. The blocks also contain programmable Adaptive Input Logic that adjusts the delay applied to
signals as they enter the device to optimize setup and hold times and ensure robust performance.

sysMEM EBRs are large dedicated fast memory blocks. They can be configured as RAM, ROM or FIFO. These
blocks have dedicated logic to simplify the implementation of FIFOs.

The PFU, PIC and EBR blocks are arranged in a two-dimensional grid with rows and columns as shown in
Figure 2-1. These blocks are connected with many vertical and horizontal routing channel resources. The place
and route software tool automatically allocates these routing resources.

The corners contain the sysCLOCK Analog Phase Locked Loop (PLL) and Delay Locked Loop (DLL) Blocks. The
PLLs have multiply, divide and phase shifting capability; they are used to manage the phase relationship of the
clocks. The LatticeSC architecture provides eight analog PLLs per device and 12 DLLs. The DLLs provide a simple
delay capability and can also be used to calibrate other delays within the device.

Every device in the family has a JTAG Port with internal Logic Analyzer (ispTRACY) capability. The sysCONFIG™
port which allows for serial or parallel device configuration. The system bus simplifies the connections of the exter-
nal microprocessor to the device for tasks such as SERDES and PCS configuration or interface to the general
FPGA logic. The LatticeSC devices use 1.2V as their core voltage operation with 1.0V operation also possible.

© 2008 Lattice Semiconductor Corp. All Lattice trademarks, registered trademarks, patents, and disclaimers are as listed at www.latticesemi.com/legal. All other brand
or product names are trademarks or registered trademarks of their respective holders. The specifications and information herein are subject to change without notice.
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Figure 2-1. Simplified Block Diagram (Top Level)
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PURESPEED /O Interface
Structured ASIC
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Each PIC Programmable
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‘ 4’/ _— sysCLOCK DLLs
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PFU Blocks

The core of the LatticeSC devices consists of PFU blocks. The PFUs can be programmed to perform Logic, Arith-
metic, Distributed RAM and Distributed ROM functions.

Each PFU block consists of four interconnected slices, numbered 0-3 as shown in Figure 2-2. All the interconnec-
tions to and from PFU blocks are from routing. There are 53 inputs and 25 outputs associated with each PFU block.

Figure 2-2. PFU Diagram

From

W

TR A

D D D D D D D D
FF/ FF/ FF/ FF/ FF/ FF/ FF/ FF/
Latch Latch Latch Latch Latch Latch Latch Latch
lme e e F el e F—— bl === F = el e F == -4 == F == -} - = 1
v v v v v v v v
To

— Routing —

Slice

Each slice contains two LUT4 lookup tables feeding two registers (programmed to be in FF or Latch mode), and
some associated logic that allows the LUTs to be combined to implement 5, 6, 7 and 8 Input LUTs (LUT5, LUTS6,
LUT7 and LUTS8). There is control logic to perform set/reset functions (programmable as synchronous/asynchro-
nous), clock select, chip-select and wider RAM/ROM functions. Figure 2-3 shows an overview of the internal logic
of the slice. The registers in the slice can be configured for positive/negative and edge/level clocks.

There are 14 input signals: 13 signals from routing and one from the carry-chain (from adjacent slice or PFU).
There are seven outputs: six to routing and one to carry-chain (to adjacent PFU). Table 2-1 lists the signals associ-
ated with each slice.
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Figure 2-3.

Slice Diagram

FCO from Slice/PFU,
FCl into Different Slice/PFU

4
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A A
Control Signals CE
selected and CLK
inverted per
slice in routing LSR
FCl into Slice/PFU,
Note: some interslice FCO from Different Slice/PFU
signals not shown.
Table 2-1. Slice Signal Descriptions
Function Type Signal Names Description
Input Data signal A0, BO, CO, DO |Inputs to LUT4
Input Data signal A1, B1, C1, D1 |Inputs to LUT4
Input Multi-purpose MO Multipurpose Input
Input Multi-purpose M1 Multipurpose Input
Input Control signal CE Clock Enable
Input Control signal LSR Local Set/Reset
Input Control signal CLK System Clock
Input Inter-PFU signal FCI Fast Carry In'
Output Data signals FO, F1 LUT4 output register bypass signals
Output Data signals Qo, Q1 Register Outputs
Output Data signals OFXO0 Output of a LUT5 MUX
Output Data signals OFX1 Output of a LUTS6, LUT7, LUT82 MUX depending on the slice
Output Inter-PFU signal FCO For the right most PFU the fast carry chain output?

1. See Figure 2-2 for connection details.

2. Requires two PFUs.
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Modes of Operation

Each Slice is capable of four modes of operation: Logic, Ripple, RAM and ROM. Table 2-2 lists the modes and the
capability of the Slice blocks.

Table 2-2. Slice Modes

Logic Ripple RAM ROM
. oo . . SPR 16x2
PFU Slice LUT 4x2 or LUT 5x1 2-bit Arithmetic Unit DPR 16x2 ROM 16x2

Logic Mode

In this mode, the LUTs in each Slice are configured as combinatorial lookup tables. A LUT4 can have 16 possible
input combinations. Any logic function with four inputs can be generated by programming this lookup table. Since
there are two LUT4s per Slice, a LUT5 can be constructed within one Slice. Larger lookup tables such as LUT®6,
LUT7 and LUT8 can be constructed by concatenating other Slices in the PFU.

Ripple Mode

Ripple mode allows the efficient implementation of small arithmetic functions. In ripple mode, the following func-
tions can be implemented by each Slice:

* Addition 2-bit

* Subtraction 2-bit

* Up counter 2-bit

* Down counter 2-bit

* Comparator functions of A and B inputs
- A greater-than-or-equal-to B
- A not-equal-to B
- A less-than-or-equal-to B

Ripple Mode includes an optional configuration that performs arithmetic using fast carry chain methods. In this con-
figuration (also referred to as CCU2 mode) two additional signals, Carry Generate and Carry Propagate, are gener-
ated on a per slice basis to allow fast arithmetic functions to be constructed by concatenating Slices.

RAM Mode

In this mode, distributed RAM can be constructed using each LUT block as a 16x1-bit memory. Through the combi-
nation of LUTs and Slices, a variety of different memories can be constructed.

The Lattice design tools support the creation of a variety of different size memories. Where appropriate, the soft-
ware will construct these using distributed memory primitives that represent the capabilities of the Slice. Table 2-3
shows the number of Slices required to implement different distributed RAM primitives. Dual port memories involve
the pairing of two Slices, one Slice functions as the read-write port. The other companion Slice supports the read-
only port. For more information on RAM mode, please see details of additional technical documentation at the end
of this data sheet.

Table 2-3. Number of Slices Required For Implementing Distributed RAM

SPR16x2 DPR16x2
Number of Slices 1 2
Note: SPR = Single Port RAM, DPR = Dual Port RAM

ROM Mode

The ROM mode uses the same principal as the RAM modes, but without the Write port. Pre-loading is accom-
plished through the programming interface during configuration.
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PFU Modes of Operation

Slices can be combined within a PFU to form larger functions. Table 2-4 tabulates these modes and documents the

functionality possible at the PFU level.

Table 2-4. PFU Modes of Operation

Architecture
LatticeSC/M Family Data Sheet

Logic Ripple RAM ROM
VU oo or 2-bit Add x 4 SPR 1ok xd ROM 16x1 x 8
MUX o, 2-bit Sub x 4 SPR Joxax2 ROM 16x2 x 4
Mox aor 2-bit Counter x 4 SPR 16x8 x 1 ROM 16x4 x 2
MUX 1eer 2-bit Comp x 4 ROM 16x8 x1

Routing

There are many resources provided in the LatticeSC devices to route signals individually or as busses with related
control signals. The routing resources consist of switching circuitry, buffers and metal interconnect (routing) seg-
ments.

The inter-PFU connections are made with x1 (spans two PFU), x2 (spans three PFU) and x6 (spans seven PFU)
resources. The x1 and x2 connections provide fast and efficient connections in horizontal, vertical and diagonal
directions. All connections are buffered to ensure high-speed operation even with long high-fanout connections.

The ispLEVER design tool takes the output of the synthesis tool and places and routes the design. Generally, the
place and route tool is completely automatic, although an interactive routing editor is available to optimize the
design.

sysCLOCK Network

The LatticeSC devices have three distinct clock networks for use in distributing high-performance clocks within the
device: primary clocks, secondary clocks and edge clocks. In addition to these dedicated clock networks, users are
free to route clocks within the device using the general purpose routing. Figure 2-4 shows the clock resources
available to each slice.

Figure 2-4. Slice Clock Selection

Primary Clock ﬁﬁ»
Secondary Clock %ﬁ»
Routing ——————p»

GND —p

— Clock to Slice

Note: GND is available to switch off the network.

Primary Clock Sources
LatticeSC devices have a wide variety of primary clock sources available. Primary clocks sources consists of the
following:

* Primary clock input pins

e Edge clock input pins

e Two outputs per DLL
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e Two outputs per PLL

¢ Clock divider outputs

¢ Digital Clock Select (DCS) block outputs
e Three outputs per SERDES quad

Figure 2-5 shows the arrangement of the primary clock sources.

Figure 2-5. Clock Sources

Edge Primary/
Clock Edge Clock
PIOs PIOs
—
PLL SERDES SERDES PLL
DLL Clock Dividers (3 per SERDES Channel) DLL
(3 per SERDES Channel) ! ! ! T
Primary/ | | Primary/
NIZ DLL
Edge Clock DLL Edge Clock
PIOs PlOs
4
Edge Clock Edge Clock
PIOs PlOs
oo
3 D —) Primary Clock Sources S (] -
DCS| 24 24 4—

. Clock Clock )
Primary/ Dividers Dividers Primary/
Edge Clock l" Edge Clock
PIOs DLL 5 :: DLL PIOs

ol o
» . 4

DLL DLL

oL [) =N A\ = Q

Clock Dividers Clock Dividers -

Edge Primary/ Edge Primary/
Clock Edge Clock Clock Edge Clock
PIOs PIOs PlOs PlOs

Primary Clock Routing

The clock routing structure in LatticeSC devices consists of 12 Primary Clock lines per quadrant. The primary
clocks are generated from 64:1 MUXs located in each quadrant. Three of the inputs to each 64:1 MUX comes from
local routing, one is connected to GND and rest of the 60 inputs are from the primary clock sources. Figure 2-6
shows this clock routing.
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Figure 2-6. Per Quadrant Clock Selection

60 Primary Clock Sources

From Local
Routing

From Local
60 Routing

From Local
Routing

12 Primary Clocks

Note: GND is available to switch off the network.

Secondary Clocks

In addition to the primary clock network and edge clocks the LatticeSC devices also contain a secondary clock net-
work. Built of X6 style routing elements this secondary clock network is ideal for routing slower speed clock and
control signals throughout the device preserving high-speed clock networks for the most timing critical signals.

Edge Clocks

LatticeSC devices have a number of high-speed edge clocks that are intended for use with the P1Os in the imple-
mentation of high-speed interfaces. There are eight edge clocks per bank for the top and bottom of the device. The
left and right sides have eight edge clocks per side for both banks located on that side. Figure 2-7 shows the
arrangement of edge clocks.

Edge clock resources can be driven from a variety of sources. Edge clock resources can be driven from:

* Edge clock PIOs in the same bank
Primary clock PIOs in the same bank
Routing

Adjacent PLLs and DLLs

ELSR output from the clock divider
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Figure 2-7. Edge Clock Resources
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Precision Clock Divider

Each set of edge clocks has four high-speed dividers associated with it. These are intended for generating a slower
speed system clock from the high-speed edge clock. The block operates in a DIV2 or DIV4 mode and maintains a
known phase relationship between the divided down clock and high-speed clock based on the release of its reset
signal. The clock dividers can be fed from selected PIOs, PLLs and routing. The clock divider outputs serve as pri-
mary clock sources. This circuit also generates an edge local set/reset (ELSR) signal which is fed to the P1Os via
the edge clock network and is used for the rest of the I/0O gearing logic.

Figure 2-8. Clock Divider Circuit

L » Divided clock

>S/R _>s,/n _>S/R >S/H
Clock derived I It It I
from selected
PI1Os, PLLs and =
routing

LSR » ELSR
- )
h'd
Register chain to synchronize LSR to clock input

Dynamic Clock Select (DCS)

The DCS is a global clock buffer with smart multiplexer functions. It takes two independent input clock sources and
outputs a clock signal without any glitches or runt pulses. This is achieved irrespective of where the select signal is

2-9



Architecture
Lattice Semiconductor LatticeSC/M Family Data Sheet

toggled. There are eight DCS blocks per device, located in pairs at the center of each side. Figure 2-9 illustrates the
DCS Block diagram.

Figure 2-9. DCS Block Diagram

CLKO ¥
CLK1 —» DCS —» DCSOUT
SEL —¥

Figure 2-10 shows timing waveforms for one of the DCS operating modes. The DCS block can be programmed to
other modes. For more information on the DCS, please see details of additional technical documentation at the end
of this data sheet.

Figure 2-10. DCS Waveforms

SEL

Clock Boosting

There are programmable delays available in the clock signal paths in the PFU, PIC and EBR blocks. These allow
setup and clock-to-output times to be traded to meet critical timing without slowing the system clock. If this feature
is enabled then the design tool automatically uses these delays to improve timing performance.

Global Set/Reset

There is a global set/reset (GSR) network on the device that is distributed to all FFs, PLLs, DLLs and other blocks
on the device. This GSR network can operate in two modes:

a) asynchronous - no clock is required to get into or out of the reset state.

b) synchronous - The global GSR net is synchronized to a user selected clock. In this mode it continues to be
asynchronous to get into the reset state, but is synchronous to get out of the reset state. This allows all reg-
isters on the device to become operational in the same clock period. The synchronous GSR goes out of
reset in two cycles from the clock edge where the setup time of the FF was met (not from the GSR being
released).

sysCLOCK Phase Locked Loops (PLLs)

The sysCLOCK PLLs provide the ability to synthesize clock frequencies. Each PLL has four dividers associated
with it: input clock divider, feedback divider and two clock output dividers. The input divider is used to divide the
input clock signal, while the feedback divider is used to multiply the input clock signal.
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The setup and hold times of the device can be improved by programming a delay in the feedback or input path of
the PLL which will advance or delay the output clock with reference to the input clock. This delay can be either pro-
grammed during configuration or can be adjusted dynamically.

The Phase Select block can modify the phase of the clock signal if desired. The Spread Spectrum block supports
the modulation of the PLL output frequency. This reduces the peak energy in the fundamental and its harmonics
providing for lower EMI (Electro Magnetic Interference).

The sysCLOCK PLL can be configured at power-up and then, if desired, reconfigured dynamically through the
serial memory interface bus which connects with the on-chip system bus. For example, the user can select inputs,
loop filters, divider setting, delay settings and phase shift settings. The user can also directly access the SMI bus
through the routing.

The PLL clock input, from pin or routing, feeds into an input divider. There are four sources of feedback signal to the
feedback divider: from the clock net, directly from the voltage controlled oscillator (VCO) output, from the routing or
from an external pin. The signal from the input clock divider and the feedback divider are passed through the pro-
grammable delay before entering the phase frequency detector (PFD) unit. The output of this PFD is used to con-
trol the voltage controlled oscillator. There is a PLL_LOCK signal to indicate that VCO has locked on to the input
clock signal. Figure 2-11 shows the sysCLOCK PLL diagram.

Figure 2-11. PLL Diagram
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RSTN Optional Internal Feedback
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For more information on the PLL, please see details of additional technical documentation at the end of this data
sheet.

Spread Spectrum Clocking (SSC)

The PLL supports spread spectrum clocking to reduce peak EMI by using “down-spread” modulation. The spread
spectrum operation will vary the output frequency (at 30KHz to 500KHz) in a range that is between its nominal
value, down to a frequency that is a programmable 1%, 2%, or 3% lower than normal.

Digital Locked Loop (DLLs)

In addition to PLLs, the LatticeSC devices have up to 12 DLLs per device. DLLs assist in the management of clocks
and strobes. DLLs are well suited to applications where the clock may be stopped or transferring jitter from input to
output is important, for example forward clocked interfaces. PLLs are good for applications requiring the lowest out-
put jitter or jitter filtering. All DLL outputs are routed as primary/edge clock sources.

The DLL has two independent clock outputs, CLKOP and CLKOS. These outputs can individually select one of the
outputs from the tapped delay line. The CLKOS has optional fine phase shift and divider blocks to allow this output
to be further modified, if required. The fine phase shift block allows the CLKOS output to phase shifted a further 45,
22.5 or 11.25 degrees relative to its normal position. LOCK output signal is asserted when the DLL is locked. The
ALU HOLD signal setting allows users to freeze the DLL at its current delay setting.
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There is a Digital Control (DCNTL) bus available from the DLL block. This Digital Control bus is available to the
delay lines in the PIC blocks in the adjacent banks. The UDDCNTL signal allows the user to latch the current value
on the digital control bus.

Figure 2-12 shows the DLL block diagram of the DLL inputs and outputs. The output of the phase frequency detec-
tor controls an arithmetic logic unit (ALU) to add or subtract one delay tap. The digital output of this ALU is used to
control the delay value of the delay chain and this digital code is transmitted via the DCNTL bus.

The sysCLOCK DLL can be configured at power-up, then, if desired, reconfigured dynamically through the Serial
Memory Interface bus which interfaces with the on-chip Microprocessor Interface (MPI) bus. In addition, users can
drive the SMI interface from routing if desired.

The user can configure the DLL for many common functions such as clock injection match and single delay cell.
Lattice provides primitives in its design for time reference delay (DDR memory) and clock injection delay removal.

Figure 2-12. DLL Diagram

CLKI CLKOP
| Phase Adj —— Duty50 >
PFD > ».| Delay
CLKFB o | Chain CLKOS
L ALU Phase Adj —{ Duty50 >
ALUHOLD - LocK
> DONTL DCNTL
UDDCNTL Gen -
RSTN
PLL/DLL Cascading

The LatticeSC devices have been designed to allow certain combinations of PLL and DLL cascading. The allow-
able combinations are as follows:

e PLLto PLL
e PLL to DLL
* DLLto DLL
e DLL to PLL

DLLs are used to shift the clock in relation to the data for source synchronous inputs. PLLs are used for frequency
synthesis and clock generation for source synchronous interfaces. Cascading PLL and DLL blocks allows applica-
tions to utilize the unique benefits of both DLL and PLLs.

When cascading the DLL to the PLL, the DLL can be used to drive the PLL to create fine phase shifts of an input
clock signal. Figure 2-13 shows a shift of all outputs for CLKOP and CLKOS out in time.
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Figure 2-13. DLL to PLL

—— CLKOP —p
CLKI —p DLL —— CLKOS—p PLL
—— CLKOS —p»
SMI Bus
Figure 2-14 shows a shift of only CLKOP out in time.
Figure 2-14. PLL to DLL
CLKI —Pp PLL —— CLKOP—p» DLL —— CLKOS —p»
SMI Bus
Figure 2-15 shows a shift of only CLKOS out in time.
Figure 2-15. PLL to DLL
CLKI —p» PLL —— CLKOS —p» DLL —— CLKOS —p

?

SMI Bus

For further information on the DLL, please see details of additional technical documentation at the end of this data
sheet.

sysMEM Memory Block

The sysMEM block can implement single port, true dual port, pseudo dual port or FIFO memories. Dedicated FIFO
support logic allows the LatticeSC devices to efficiently implement FIFOs without consuming LUTs or routing
resources for flag generation. Each block can be used in a variety of depths and widths as shown in Table 2-5.
Memory with ranges from x1 to x18 in all modes: single port, pseudo-dual port and FIFO also providing x36.
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Table 2-5. sysMEM Block Configurations

Memory Mode Configurations

16,384 x 1
8,192 x 2
4,096 x 4
2,048 x9
1,024 x 18
512 x 36

16,384 x 1
8,192 x 2
True Dual Port 4,096 x 4
2,048 x9
1,024 x 18

16,384 x 1

8,192 x 2
4,096 x 4
2,048 x9
1,024 x 18
512 x 36

16,384 x 1

8,192 x 2
4,096 x 4
2,048 x9
1,024 x 18
512 x 36

Single Port

Pseudo Dual Port

FIFO

Bus Size Matching

All of the multi-port memory modes support different widths on each of the ports. The RAM bits are mapped LSB
word 0 to MSB word 0, LSB word 1 to MSB word 1 and so on. Although the word size and number of words for
each port varies, this mapping scheme applies to each port.

RAM Initialization and ROM Operation

If desired, the contents of the RAM can be pre-loaded during device configuration. By preloading the RAM block
during the chip configuration cycle and disabling the write controls, the sysMEM block can also be utilized as a
ROM.

Single, Dual and Pseudo-Dual Port Modes

In all the sysMEM RAM modes the input data and address for the ports are registered at the input of the memory
array. The output data of the memory is optionally registered at the output. A clock is required even in asynchro-
nous read mode.

The EBR memory supports two forms of write behavior for dual port operation:

1. Normal — data on the output appears only during a read cycle. During a write cycle, the data (at the current
address) does not appear on the output.

2. Write Through — a copy of the input data appears at the output of the same port.

FIFO Configuration

The FIFO has a write port with Data-in, WCE, WE and WCLK signals. There is a separate read port with Data-out,
RCE, RE and RCLK signals. The FIFO internally generates Almost Full, Full, Almost Empty, and Empty Flags. The
Full and Almost Full flags are registered with WCLK. The Empty and Almost Empty flags are registered with RCLK.
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EBR Asynchronous Reset

EBR asynchronous reset or GSR (if used) can only be applied if all clock enables are low for a clock cycle before the
reset is applied and released a clock cycle after the low-to-high transition of the reset, as shown in Figure 2-16.

Figure 2-16. EBR Asynchronous Reset (Including GSR) Timing Diagram

Reset

Clock

Clock
Enable

If all clock enables remain enabled, the EBR asynchronous reset or GSR may only be applied and released after
the EBR read and write clock inputs are in a steady state condition for a minimum of 1/f\yax (EBR clock). The reset
release must adhere to the EBR synchronous reset setup time before the next active read or write clock edge.

If an EBR is pre-loaded during configuration, the GSR input must be disabled or the release of the GSR during
device Wake Up must occur before the release of the device I/Os becoming active.

These instructions apply to all EBR RAM, ROM, FIFO and shift register implementations. For the EBR FIFO mode,
the GSR signal is always enabled and the WE and RE signals act like the clock enable signals in Figure 2-16. The
reset timing rules apply to the RPReset input vs. the RE input and the RST input vs. the WE and RE inputs. Both
RST and RPReset are always asynchronous EBR inputs. For the EBR shift register mode, the GSR signal is
always enabled and the local RESET pin is always asynchronous.

Note that there are no reset restrictions if the EBR synchronous reset is used and the EBR GSR input is disabled.
For more information about on-chip memory, see TN1094, On-Chip Memory Usage Guide for LatticeSC Devices.

Programmable 1/O Cells (PIC)

Each PIC contains four PIOs connected to their respective PURESPEED I/O Buffer which are then connected to
the PADs as shown in Figure 2-17. The PIO Block supplies the output data (DO) and the Tri-state control signal
(TO) to PURESPEED I/0 buffer, and receives input (DI) from the buffer. The PIO contains advanced capabilities to
allow the support of speeds up to 2Gbps. These include dedicated shift and DDR logic and adaptive input logic.
The dedicated resources simplify the design of robust interfaces.
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Figure 2-17. PIC Diagram
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*AlL only on A or C pads located on the left, right and bottom of the device.

The A/B PIOs on the left and the right of the device can be paired to form a differentiated driver. The A/B and C/D
P1Os on all sides of the device can be paired to form differential receivers. Either A or C PIOs on all sides except
the one on top also provide a connection to an adaptive input logic capability that facilitates the implementation of
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high-speed interfaces in the LatticeSC devices. Figure 2-18 shows how differential receivers and drivers are
arranged between PlOs.

Figure 2-18. Differential Drivers and Receivers

[ | PADA T
) L [moso

[ |Pabc T
] g

*Differential Driver only available on right and left of the device.

PIO

The PIO contains five blocks: an input register block, output register block, tristate register block, update block, and
a control logic block. These blocks contain registers for both single data rate (SDR), double data rate (DDR), and
shift register operation along with the necessary clock and selection logic.

Input Register Block

The input register block contains delay elements and registers that can be used to condition signals before they are
passed to the device core. Figure 2-20 show the diagram of the input register block. The signal from the PURE-
SPEED I/O buffer (DI) enters the input register block and can be used for three purposes, as a source for the com-
binatorial (INDD) and clock outputs (INCK), the input into the SDR register/latch block and the input to the delay
block. The output of the delay block can be used as combinatorial (INDD) and clock (INCK) outputs, an input to the
DDR/Shift Register Block or an input into the SDR register block.

Input SDR Register/Latch Block

The SDR register/latch block has a latch and a register/latch that can be used in a variety of combinations to pro-
vide a registered or latched output (INFF). The latch operates off high-speed input clocks and latches data on the
positive going edge. The register/latch operates off the low-speed input clock and registers/latches data on the pos-
itive going edge. Both the latch and the register/latch have a clock enable input that is driven by the input clock
enable. In addition both have a variety of programmable options for set/reset including, set or reset, asynchronous
or synchronous Local Set Reset LSR (LSR has precedence over CE) and Global Set Reset GSR enable or disable.
The register and latch LSR inputs are driven from LSRI, which is generated from the PIO control MUX. The GSR
inputs are driven from the GSR output of the PIO control MUX, which allows the global set-reset to be disabled on
a PIO basis.

Input Delay Block

The delay block uses 144 tapped delay lines to obtain coarse and fine delay resolution. These delays can be
adjusted during configuration or automatically via DLL or AIL blocks. The Adaptive Input Logic (AIL) uses this delay
block to adjust automatically the delay in the data path to ensure that it has sufficient setup and hold time.

The delay line in this block matches the delay line that is used in the 12 on-chip DLLs. The delay line can be set via
configuration bits or driven from a calibration bus that allows the setting to be controlled either from one of the on-
chip DLLs or user logic. Controlling the delay from one of the on-chip DLLs allow the delay to be calibrated to the
DLL clock and hence compensated for the variations in process, voltage and temperature.
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Adaptive Input Logic (AIL) Overview

The Adaptive Input Logic (AIL) provides the ability of the input logic to dynamically find a solution by monitoring
multiple samples of the input data. The input data signal from the input buffer is run through a delay chain. Data,
transitions, jitter, noise are all contained inside of the delay chain. The AIL will then search the delay chain for a
clean sampling point for data. Once found the AIL will monitor and walk with the data dynamically. This novel
approach of using a delay chain to create multiple copies of the data provides a lower power solution than over-
sampling data with a higher speed clock. Figure 2-19 provides a high level view of the AlL methodology.

Figure 2-19. LatticeSC AIL Delay of Input Data Waveform

Input Data Signal M W W W:

WD“}D%‘}L —%%W Delay Chain

-

AIL Acquisition Window

The AIL slides the acquisition window through the delay chain searching for stable data based solely on data tran-
sitions. A specific training pattern is not required to perform this bit alignment, simply data transitions. The size of
the acquisition window is user-selectable allowing the AIL to operate over the full range of the PURESPEED 1/0
range. Based on dynamic user control the AIL can either continuously adjust the window location based on data
edge detection or it can be locked to a specific delay.

The AIL operates on single data and double data rate interfaces and is available on most FPGA input pins on the
LatticeSC device and all buffer types. The AIL block is low power using only 0.008 mW/MHz typical (6 MW @ 2
Gbps) for PRBS 27 data. Multiple AIL inputs can be used to create a bus with a FPGA circuit to realign the bus to a
common clock cycle. The FPGA circuit to realign the bus is required and is provided by Lattice as a reference
design.

For more information on the LatticeSC AIL please refer to the LatticeSC AlIL User’s Guide.

Input DDR/Shift Block

The DDR/Shift block contains registers and associated logic that support DDR and shift register functions using the
high-speed clock and the associated transfer to the low-speed clock domain. It functions as a gearbox allowing
high-speed incoming data to be passed into the FPGA fabric. Each PIO supports DDR and x2 shift functions. If
desired PIOs A and B or C and D can be combined to form x4 shift functions. The PIOs A and C on the left, right
and bottom of the device also contain an optional Adaptive Input Logic (AIL) element. This logic automatically
aligns incoming data with the clock allowing for easy design of high-speed interfaces. Figure 2-21 shows a simpli-
fied block diagram of the shift register block. The shift block in conjunction with the update and clock divider blocks
automatically handles the hand off between the low-speed and high-speed clock domains.
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Figure 2-20. Input Register Block'
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1. UPDATE, Set and Reset not shown for clarity
2. Adaptive input logic is only available in selected PIO
3. By four shift modes utilize DDR/shift register block from paired PIO.

4. CLKDISABLE is used to block the transitions on the DQS pin during post-amble. Its main use is to
disable DQS (typically found in DDR memory interfaces) or other clock signals. It can also be used

to disable any/all input signals to save power.

(From DLL)
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Figure 2-21. Input DDR/Shift Register Block
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Output Register Block

The output register block provides the ability to register signals from the core of the device before they are passed
to the PURESPEED I/O buffers. The block contains a register for SDR operation and a group of registers for DDR
and shift register operation. The output signal (DO) can be derived directly from one of the inputs (bypass mode),
the SDR register or the DDR/shift register block. Figure 2-22 shows the diagram of the Output Register Block.

Output SDR Register/Latch Block

The SDR register operates on the positive edge of the high-speed clock. It has clock enable that is driven by the
clock enable output signal generated by the control MUX. In addition it has a variety of programmable options for
set/reset including, set or reset, asynchronous or synchronous Local Set Reset LSR (LSR has precedence over
CE) and Global Set Reset GSR enable or disable. The register LSR input is driven from LSRO, which is generated
from the PI1O control MUX. The GSR inputs is driven from the GSR output of the P1O control MUX, which allows the
global set-reset to be disabled on a PIO basis.

Output DDR/Shift Block

The DDR/Shift block contains registers and associated logic that support DDR and shift register functions using the
high-speed clock and the associated transfer from the low-speed clock domain. It functions as a gearbox allowing
low-speed parallel data from the FPGA fabric be output as a higher speed serial stream. Each PIO supports DDR
and x2 shift functions. If desired PIOs A and B or C and D can be combined to form x4 shift functions. Figure 2-22
shows a simplified block diagram of the shift register block.
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Figure 2-22. Output Register Block’

To
Tri-state
Block
A
SDR
Register

OPOS0 DDR/Shift Register Block
From ONEGO * DDR
Routing OPOSH1 * DDR + half clock > DO
ONEGH1 * DDR + shift x2 (to PURESPEED
« DDR + shift x42 /O Buffer)
From ¢ Shift x2
Control |I:|8||:§88$ R « Shift x42
MUX I

Notes:

1. CE, Update, Set and Reset not shown for clarity.

2. By four shift modes utilizes DDR/Shift register block from paired PIO.
3. DDR/Shift register block shared with tristate block.

Figure 2-23. Output/Tristate DDR/Shift Register Block
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Tristate Register Block

The tristate register block provides the ability to register tri-state control signals from the core of the device before
they are passed to the PURESPEED I/O buffers. The block contains a register for SDR operation and a group of
three registers for DDR and shift register operation. The output signal tri-state control signal (TO) can be derived
directly from one of the inputs (bypass mode), the SDR shift register, the DDR registers or the data associated with
the buffer (for open drain emulation). Figure 2-24 shows the diagram of the Tristate Register Block.

Tristate SDR Register/Latch Block

The SDR register operates on the positive edge of the high-speed clock. In it has a variety of programmable
options for set/reset including, set or reset, asynchronous or synchronous Local Set Reset LSR and Global Set
Reset GSR enable or disable. The register LSR input is driven from LSRO, which is generated from the PIO control
MUX. The GSR input is driven from the GSR output of the PIO control MUX, which allows the global set-reset to be
disabled on a PIO basis.

Tristate DDR/Shift Register Block

The DDR/Shift block is shared with the output block allowing DDR support using the high-speed clock and the
associated transfer from the low-speed clock domain. It functions as a gearbox allowing low—speed parallel data
from the FPGA fabric to provide a high-speed tri-state control stream.

There is a special mode for DDR-II memory interfaces where the termination is controlled by the output tristate sig-
nal. During WRITE cycle when the FPGA is driving the lines, the parallel terminations are turned off. During READ
cycle when the FPGA is receiving data, the parallel terminations are turned on.

Figure 2-24. Tristate Register Block’
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Notes:
1. CE, Update, Set and Reset not shown for clarity.

2. DDR/Shift Register Block shared with output register block. From Output

I/0 Architecture Rules

Table 2-6 shows the PIO usage for x1, x2, x4 gearing. The checkmarks in the columns show the specific PIOs that
are used for each gearing mode. When using x2 or x4 gearing, any PIO which is not used for gearing can still be
used as an output.
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Table 2-6. Input/Output/Tristate Gearing Resource Rules

Input/Output Logic Tri-State/Bidi
PIO x1 x2 x4 x1 x2/x4
A v v v v N/A
B v No I/O Logic | No I/O Logic v N/A
C v v No I/O Logic v N/A
D v No I/0 Logic | No I/O Logic v N/A

Note: Pin can still be used without I/O logic.

Control Logic Block

The control logic block allows the modification of control signals selected by the routing before they are used in the
PIO. It can optionally invert all signals passing through it except the Global Set/Reset. Global Set/Reset can be
enabled or disabled. It can route either the edge clock or the clock to the high-speed clock nets. The clock provided
to the PIO by routing is used as the slow-speed clocks. In addition this block contains delays that can be inserted in
the clock nets to enable Lattice’s unique cycle boosting capability.

Update Block

The update block is used to generate the POS update and NEG update signals used by the DDR/Shift register
blocks within the PIO. Note the update block is only required in shift modes. This is required in order to do the high
speed to low speed handoff. One of these update signals is also selected and output from the PIC as the signal
UPDATE. It consists of a shift chain that operates off either the high-speed input or output clock. The values of each
register in the chain are set or reset depending on the desired mode of operation. The set/reset signal is generated
from either the edge reset ELSR or the local reset LSR. These signals are optionally inverted by the Control Logic
Block and provided to the update block as ELSRUP and LSRUP. The Lattice design tools automatically configure
and connect the update block when one of the DDR or shift register primitives is used.

Figure 2-25. Update Block
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PURESPEED 1/O Buffer

Each I/O is associated with a flexible buffer referred to as PURESPEED I/O buffer. These buffers are arranged
around the periphery of the device in seven groups referred to as Banks. The PURESPEED I/0 buffers allow users
to implement the wide variety of standards that are found in today’s systems including LVCMOS, SSTL, HSTL,
LVDS and LVPECL. The availability of programmable on-chip termination for both input and output use, further
enhances the utility of these buffers.
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PURESPEED 1/O Buffer Banks

LatticeSC devices have seven PURESPEED 1/O buffer banks; each is capable of supporting multiple I/O stan-
dards. Each PURESPEED |/O bank has its own 1/O supply voltage (Vcio), and two voltage references Vggpq and
VRego resources allowing each bank to be completely independent from each other. Figure 2-26 shows the seven
banks and their associated supplies. Table 2-7 lists the maximum number of I/Os per bank for the whole LatticeSC
family.

In the LatticeSC devices, single-ended output buffers and ratioed input buffers (LVTTL, LVCMOS, PCI33 and PCIX33)
are powered using V. In addition to the bank V¢ o supplies, the LatticeSC devices have a V¢ core logic power
supply, and a Vecaux supply that power all differential and referenced buffers. VCCAUX also powers a predriver of
single-ended output buffers to enhance buffer performance.

Each bank can support up to two separate VREF voltages, VREF1 and VREF2 that set the threshold for the refer-
enced input buffers. In the LatticeSC devices any I/O pin in a bank can be configured to be a dedicated reference
voltage supply pin. Each I/O is individually configurable based on the bank’s supply and reference voltages.

Differential drivers have user selectable internal or external bias. External bias is brought in by the VREF1 pin in the
bank. External bias for differential buffers is needed for applications that requires tighter than standard output com-
mon mode range.

Since a bank can have only one external bias circuit for differential drivers, LVDS and RSDS differential outputs can
be mixed in a bank but not with HYPT (HyperTransport).

If a differential driver is configured in a bank, one pin in that bank becomes a DIFFR pin. This DIFFR pin must be
connected to ground via an external 1K +/-1% ohm resistor. Note that differential drivers are not supported in
banks 1, 4 and 5.

In addition, there are dedicated Terminating Supply (V17) pins to be used as terminating voltage for one of the two
ways to perform parallel terminations. These V1 pins are available in banks 2-7, these pins are not available in
some packages. When VTT termination is not required, or used to provide the common mode termination voltage
(VCMT), these pins can be left unconnected on the device. If the internal or external VCMT function for differential
input termination is used, the VTT pins should be unconnected and allowed to float.

There are further restrictions on the use of V7 pins, for additional details refer to technical information at the end of
this data sheet.
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Figure 2-26. LatticeSC Banks
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Table 2-7. Maximum Number of I/Os Per Bank in LatticeSC Family

Device LFSC/M15 LFSC/M25 LFSC/M40 LFSC/M80 LFSC/M115
Bank1 104 80 136 80 136
Bank2 28 36 60 96 136
Bank3 60 84 96 132 156
Bank4 72 100 124 184 208
Bank5 72 100 124 184 208
Bank6 60 84 96 132 156
Bank7 28 36 60 96 136

Note: Not all the 1/Os of the Banks are available in all the packages

The LatticeSC devices contain three types of PURESPEED I1/O buffers:

1.

Left and Right Sides (Banks 2, 3, 6 and 7)

These buffers can support LVCMOS standards up to 2.5V. A differential output driver (for LVDS, RSDS, and
HYPT) is provided on all primary PIO pairs (A and B) and differential receivers are available on all pairs. Com-
plimentary drivers are available. Adaptive input logic is available on PIOs A or C.

Top Side (Bank 1)

These buffers can support LVCMOS standards up to 3.3V, including PCI33, PCI-X33 and SSTL-33. Differential
receivers are provided on all PIO pairs but differential drivers for LVDS, RSDS, and HYPT are not available.
Adaptive input logic is not available on this side. Complimentary output drivers are available.
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3. Bottom Side (Banks 4 and 5)
These buffers can support LVCMOS standards up to 3.3V, including PCI33, PCI-X33 and SSTL-33. Differential
receivers are provided on all PIO pairs but true HLVDS, RSDS, and HYPT differential drivers are not available.

Adaptive input logic is available on PIOs A or C.

Table 2-8 lists the standards supported by each side.

Table 2-8. I/O Standards Supported by Different Banks

Top Side Right Side Bottom Side Left Side
Description Banks 1 Banks 2-3 Banks 4-5 Banks 6-7
I/O Buffer Type Single-ended, Single-ended, Differen- |Single-ended, Single-ended, Differen-
Differential Receiver tial Receiver and Driver |Differential Receiver tial Receiver and Driver
Output Standards LVTTL LVCMOS25 LVTTL LVCMOS25
Supported LVCMOS33 LVCMOS18 LVCMOS33 LVCMOS18
LVCMOS25 LVCMOS15 LVCMOS25 LVCMOS15
LVCMOS18 LVCMOS12 LVCMOS18 LVCMOS12
LVCMOS15 SSTL18_I, I LVCMOS15 SSTL18_|, I
LVCMOS12 SSTL25_ 1, 1l LVCMOS12 SSTL25_ 1, 1l
SSTL18_|, I HSTL15_L,1II SSTL18_|, I HSTL15_L,1II
SSTL25_ 1, 1l HSTL18_L,IL1 SSTL25_ 1, 1l HSTL18_L,IL1
SSTL33_ 1, 1l PCIX15 SSTL33_ 1, 1l PCIX15
HSTL15_L, I, 1Y, IV? SSTL18D_I, I HSTL15_L, I, 1Y, IV? SSTL18D_I, I
HSTL18_L, 1L, IV SSTL25D_I, I HSTL18_I, 1L, IV SSTL25D_I, I
SSTL18D_I, II HSTL15D_I, Il SSTL18D_I, II HSTL15D_I, Il
SSTL25D_1, I HSTL18D_I, Il SSTL25D_1, I HSTL18D_I, Il
SSTL33D_I, Il LVDS/RSDS/HYPT SSTL33D_I, II LVDS/RSDS/HYPT
HSTL15D_I, Il Mini-LVDS HSTL15D_I, Il Mini-LVDS
HSTL18D_I, Il MLVDS/BLVDS HSTL18D_I, Il MLVDS/BLVDS
PCI33 GTL? GTL+2 PCI33 GTL? GTL+2
PCIX15 PCIX15
PCIX33 PCIX33
AGP1X33 AGP1X33
AGP2X33 AGP2X33
MLVDS/BLVDS MLVDS/BLVDS
GTL? GTL+2 GTL? GTL+2
Input Standards Single-ended, Single-ended, Single-ended, Single-ended,
Supported Differential Differential Differential Differential
Clock Inputs Single-ended, Single-ended, Single-ended, Single-ended,
Differential Differential Differential Differential
Differential Output LVDS/MLVDS/BLVDS/ |MLVDS/BLVDS/ LVDS/MLVDS/BLVDS/ |MLVDS/BLVDS/
Support via Emulation |LVPECL LVPECL LVPECL LVPECL
AIL Support No Yes Yes Yes
1. Input only.

2. Input only. Outputs supported by bussing multiple outputs together.

Supported Standards

The LatticeSC PURESPEED I/O buffer supports both single-ended and differential standards. Single-ended stan-
dards can be further subdivided into LVCMOS, LVTTL and other standards. The buffers support the LVTTL, LVC-
MOS 12, 15, 18, 25 and 33 standards. In the LVCMOS and LVTTL modes, the buffer has individually configurable
options for drive strength, termination resistance, bus maintenance (weak pull-up, weak pull-down, or a bus-keeper
latch) and open drain. Other single-ended standards supported include SSTL, HSTL, GTL (input only), GTL+ (input
only), PCI33, PCIX33, PCIX15, AGP-1X33 and AGP-2X33. Differential standards supported include LVDS, RSDS,
BLVDS, MLVDS, LVPECL, HyperTransport, differential SSTL and differential HSTL. Tables 12 and 13 show the 1/O
standards (together with their supply and reference voltages) supported by the LatticeSC devices. The tables also
provide the available internal termination schemes. For further information on utilizing the PURESPEED 1/O buffer
to support a variety of standards please see details of additional technical documentation at the end of this data
sheet.
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Table 2-9. Supported Input Standards

Input Standard | Vger(Nom.) | Vccio' (Nom.) | On-chip Termination

Single Ended Interfaces

LVTTL33® — 3.3 None

LVCMOS 33, 25, 18, 15, 12° — 3.3/2.5/1.8/1.5/1.2 |None

PCI33, PCIX33, AGP1X33° — 3.3 None

PCIX15 0.75 1.5? None / V¢gio/ 2: 50, 60/ V11 60, 75, 120, 210

AGP2X33 1.32 — None

HSTL18_I, Il 0.9 1.82 None /V¢cio/2: 50, 60/ V17: 60, 75, 120, 210

HSTL18_lII, IV 1.08 1.8? None / Vggio: 50

HSTL15_1, 1l 0.75 1.52 None /V¢cio/ 2: 50, 60/ V17: 60, 75, 120, 210

HSTL15_lII, IV 0.9 1.52 None /V¢gio: 50

SSTL33_I, 1l 1.5 3.3 None

SSTL25_1, i 1.25 2.5 None /V¢cio/2: 50, 60/ V17: 60, 75, 120, 210

SSTL18_I, 1l 0.9 1.82 None /V¢cio/2: 50, 60/ V17: 60, 75, 120, 210

GTL+, GTL 1.0/0.8 1.5/1.2? None / Vegio: 50

Differential Interfaces

SSTL18D_I, i — 1.82 None / Diff: 120, 150, 220, 420/ Diff to Vot 120, 150,
220, 420 /V¢gio/ 2: 50, 60/ V1: 60, 75, 120, 210

SSTL25D_1, i — 2.52 None / Diff: 120, 150, 220, 420/ Diff to Vot 120, 150,
220, 420 /V¢gio/ 2: 50, 60/ V1: 60, 75, 120, 210

SSTL33D_I, Il — 3.3 None

HSTL15D_|, Il — 1.5% None / Diff: 120, 150, 220, 420/ Diff to Vgyp1: 120, 150,
220, 420 /V¢gio/ 2: 50, 60/ V1: 60, 75, 120, 210

HSTL18D_I, Il — 1.8? None / Diff: 120, 150, 220, 420/ Diff to Veypt: 120, 150,
220, 420 /V¢gio/ 2: 50, 60/ V1: 60, 75, 120, 210

LVDS — — None / Diff: 120, 150, 220, 240/ Diff to Vgyp1: 120, 150,
220, 240

Mini-LVDS — — None / Diff: 120, 150 / Diff to Vg1 120, 150

BLVDS25 — — None

MLVDS25 — — None

HYPT (Hyper Transport) — — None / Diff: 120, 150, 220, 240/ Diff to Vot 120, 150,
220, 240

RSDS — — None / Diff: 120, 150, 220, 240/ Diff to Voyp1: 120, 150,
220, 240

LVPECL33 — <2.5 None / Diff: 120, 150, 220, 240/ Diff to Vgyp: 120, 150,
220, 240

1. When not specified V¢ o can be set anywhere in the valid operating range.
2. Vgio needed for on-chip termination to Vg o/2 or Vegio only. Vegio is not specified for off-chip termination or V1 termination.
3. All ratioed input buffers and dedicated pin input buffers include hysteresis with a typical value of 50mV.
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Table 2-10. Supported Output Standards*

Output Standard | Drive Vceio (Nom) | On-chip Output Termination
Single-ended Interfaces
LVTTL/D! 8mA, 16mA, 24mA 3.3 None.
LVCMOS33/D’ 8mA, 16mA, 24mA 3.3 None
LVCMOS25/D"2 4mA, 8mA, 12mA, 16mA, 25 None, series: 25, 33, 50, 100
LVCMOS18/D"? 4mA, 8mA, 12mA, 16mA, 1.8 None, series: 25, 33, 50, 100
LVCMOS15/D"2 4mA, 8mA, 12mA, 16mA, 1.5 None, series: 25, 33, 50, 100
LVCMOS12/D"2 2mA, 4mA, 8mA, 12mA 1.2 None, series: 25, 33, 50, 100
PCIX15 N/A 1.5 None
zggg),(gglxss, AGP1X33, N/A 33 None
HSTL18_| N/A 1.8 None, series: 50
HSTL18_II N/A 18 215orleé8eries: 25, series + parallel to Vg o/2:
HSTL15_1 N/A 1.5 None, series: 50
HSTL15_II N/A 15 glgrleégeries: 25, series + parallel to Vg o/2:
SSTL33_I N/A 3.3 None
SSTL33_lI N/A 3.3 None
SSTL25_1 N/A 25 None, series: 50
SSTL25. I N/A o5 gl?c’)r%,oseries: 33, series + parallel to Vg o/2:
SSTL18_ | N/A 1.8 None, series: 33
SSTL18_ I N/A 18 glgf%,oseries: 33, series + parallel to Vg o/2:
Differential Interfaces
SSTL18D_| N/A 1.8 None, series: 33
SSTL25D_| N/A 25 None, series: 50
SSTL18D_II, SSTL25D_II N/A 12/25/33  [hon® series:33, series + parallel o Vocio2
SSTL33D_I, Il N/A 3.3 None
HSTL15D_|, HSTL18D_I N/A 1.5/1.8 None, series: 50
HST15D_II, HSTL18D_Il N/A 15/1.8 glgrleégeries: 25, series + parallel to Vg o/2:
LVDS 2mA, 3.5mA, 4mA, 6mA N/A None
Mini-LVDS 3.5mA, 4mA, 6mA N/A None
BLVDS25 N/A N/A None
MLVDS25 N/A N/A None
LVPECL33® N/A 3.3 None
HYPT (Hyper Transport) 3.5mA, 4mA, 6mA N/A None
RSDS 2mA, 3.5mA, 4mA, 6mA N/A None

1. D refers to open drain capability.

A WN

. No GTL or GTL+ support.

. User can select either drive current or driver impedances but not both.
. Emulated with external resistors.
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PCI Clamp

A programmable PCI clamp is available on the top and bottom banks of the device. The PCI clamp can be turned
“ON” or “OFF” on each pin independently. The PCI clamp is used when implementing a 3.3V PCl interface. The PCI
Specification, Revision 2.2 requires the use of clamping diodes for 3.3V operation. For more information on the PCI
interface, please refer to the PCI Specification, Revision 2.2.

Programmable Slew Rate Control

All output and bidirectional buffers have an optional programmable output slew rate control that can be configured
for either low noise or high-speed performance. Each I/O pin has an individual slew rate control. This allows
designers to specify slew rate control on a pin-by-pin basis. This slew rate control affects both the rising and falling
edges.

Programmable Termination

Many of the 1/O standards supported by the LatticeSC devices require termination at the transmitter, receiver or both.
The SC devices provide the capability to implement many kinds of termination on-chip, minimizing stub lengths and
hence improving performance. Utilizing this feature also has the benefit of reducing the number of discrete compo-
nents required on the circuit board. The termination schemes can be split into two categories single-ended and differ-
ential.

Single Ended Termination
Single Ended Outputs: The SC devices support a number of different terminations for single ended outputs:

Series

Parallel to Vg0 of GND

Parallel to Vg 0/2

Parallel to V¢ o/2 combined with series

Figure 2-27 shows the single ended output schemes that are supported. The nominal values of the termination resis-
tors are shown in Table 2-10.
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Figure 2-27. Output Termination Schemes

Termination Type

Discrete Off-Chip Solution

Lattice On-Chip Solution

Series termination
(controlled output
impedance)

ON-chip OFF-chip

Y

>

Zo

o

—
-]
H/

ON-chip OFF-chip

|

Parallel termination to
Vcceio, or parallel
driving end

VCCIO or GND

? ,

ON-chip OFF-chip

VCCIO or GND

;

ON-chip OFF-chip

-

Parallel termination to
Veeio/2 driving end

VCCIO/2

i |
N

g o

T

[+]

3

©

E

ON-chip

]|

moved on-chip)

b ON-chip OFF-chip
VCCIO/2
Combined series + 5 Zo0
. . S
parallel termination to i
Vceio/2 at driving end ’ h Lz /
(only series termination ON-chip OFF-chip ON-chip OFF-chip

Combined series +
parallel to Vggio/2
driving end

? ,

ON-chip OFF-chip

;

ON-chip OFF-chip

|

2-30



Architecture
Lattice Semiconductor LatticeSC/M Family Data Sheet

Single Ended Inputs: The SC devices support a number of different termination schemes for single ended inputs:

* Parallel to Vggo or GND
* Parallel to Vggio/2
* Parallel to V11

Figure 2-28 shows the single ended input schemes that are supported. The nominal values of the termination resis-
tors are shown in Table 2-9.

Figure 2-28. Input Termination Schemes
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In many situations designers can chose whether to use Thevenin or parallel to V{7 termination. The Thevenin
approach has the benefit of not requiring a termination voltage to be applied to the device. The parallel to V11
approach consumes less power.

VTT Termination Resources

Each I/O bank, except bank 1, has a number of V1 pins that must be connected if V11 is used. Note V1 pins can
sink or source current and the power supply they are connected to must be able to handle the relatively high currents
associated with the termination circuits. Note: V11 is not available in all package styles.

On-chip parallel termination to V17 is supported at the receiving end only. On-chip parallel output termination to V¢t is
not supported.

The V1 internal bus is also connected to the internal V1 node. Thus in one bank designers can implement either
V17 termination or Vgt termination for differential inputs.

DDRII/RLDRAMII Termination Support

The DDR Il memory and RLDRAMII (in Bidirection Data mode) standards require that the on-chip termination to V1
be turned on when a pin is an input and off when the pin is an output. The LatticeSC devices contain the required cir-
cuitry to support this behavior. For additional detail refer to technical information at the end of the data sheet.
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Differential Input Termination

The LatticeSC device allows two types of differential termination. The first is a single resistor across the differential
inputs. The second is a center-tapped system where each input is terminated to the on-chip termination bus Vot
The Vet bus is DC-coupled through an internal capacitor to ground.

Figure 2-29 shows the differential termination schemes and Table 2-9 shows the nominal values of the termination
resistors.

Figure 2-29. Differential Termination Scheme
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Calibration
There are two calibration sources that are associated with the termination scheme used in the LatticeSC devices:

* DIFFR —This pin occurs in each bank that supports differential drivers and must be connected through a
1K+/-1% resistor to ground if differential outputs are used. Note that differential drivers are not supported in
banks 1, 4 and 5.

* XRES - There is one of these pins per device. It is used for several functions including calibrating on-chip
termination. This pin should always be connected through a 1K+/-1% resistor to ground.

The LatticeSC devices support two modes of calibration:

» Continuous — In this mode the SC devices continually calibrate the termination resistances. Calibration hap-
pens several times a second. Using this mode ensures that termination resistances remain calibrated as
the silicon junction temperature changes.

* User Request — In this mode the calibration circuit operates continuously. However, the termination resistor
values are only updated on the assertion of the calibration_update signal available to the core logic.

For more information on calibration, refer to the details of additional technical documentation at the end of this data
sheet.

Hot Socketing

The LatticeSC devices have been carefully designed to ensure predictable behavior during power-up and power-
down. To ensure proper power sequencing, care must be taken during power-up and power-down as described
below. During power-up and power-down sequences, the I/Os remain in tristate until the power supply voltage is
high enough to ensure reliable operation. In addition, leakage into I/O pins is controlled to within specified limits,
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this allows for easy integration with the rest of the system. These capabilities make the LatticeSC ideal for many
multiple power supply and hot-swap applications. The maximum current during hot socketing is 4mA. See Hot
Socketing Specifications in Chapter 3 of this data sheet.

Power-Up Requirements

To prevent high power supply and input pin currents, each VCC, VCC12, VCCAUX, VCCIO and VCCJ power sup-
plies must have a monotonic ramp up time of 75 ms or less to reach its minimum operating voltage. Apart from VCC
and VCC12, which have an additional requirement, and VCCIO and VCCAUX, which also have an additional
requirement, the VCC, VCC12, VCCAUX, VCCIO and VCCJ power supplies can ramp up in any order, with no
restriction on the time between them. However, the ramp time for each must be 75 ms or less. Configuration of the
device will not proceed until the last power supply has reached its minimum operating voltage.

Additional Requirement for VCC and VCC12:

VCC12 must always be higher than VCC. This condition must be maintained at ALL times, including during power-
up and power-down. Note that for 1.2V only operation, it is advisable to source both of these supplies from the
same power supply.

Additional Requirement for VCCIO and VCCAUX:

If any VCCIOs are 1.2/1.5/1.8V, then VCCAUX MUST be applied before them. If any VCCIO is 1.2/1.5/1.8V and is
powered up before VCCAUX, then when VCCAUX is powered up, it may drag VCCIO up with it as it crosses
through the VCCIO value. (Note: If the VCCIO supply is capable of sinking current, as well as the more usual sourc-
ing capability, this behavior is eliminated. However, the amount of current that the supply needs to sink is unknown
and is likely to be in the hundreds of milliamps range).

Power-Down Requirements

To prevent high power supply and input pin currents, power must be removed monotonically from either VCC or
VCCAUX (and must reach the power-down trip point of 0.5V for VCC, 0.95V for VCCAUX) before power is removed
monotonically from VCC12, any of the VCCIOs, or VCCJ. Note that VCC12 can be removed at the same time as
VCC, but it cannot be removed earlier. In many applications, VCC and VCC12 will be sourced from the same power
supply and so will be removed together. For systems where disturbance of the user pins is a don't care condition,
the power supplies can be removed in any order as long as they power down monotonically within 200ms of each
other.

Additionally, if any banks have VCCIO=3.3V nominal (potentially banks 1, 4, 5) then VCCIO for those banks must
not be lower than VCCAUX during power-down. The normal variation in ramp-up times of power supplies and volt-
age regulators is not a concern here.

Note: The SERDES power supplies are NOT included in these requirements and have no specific sequencing
requirements. However, when using the SERDES with VDDIB or VDDOB that is greater than 1.2V (1.5V nominal
for example), the SERDES should not be left in a steady state condition with the 1.5V power applied and the 1.2V
power not applied. Both the 1.2V and 1.5V power should be applied to the SERDES at nominally the same time.
The normal variation in the ramp-up times of power supplies and voltage regulators is not a concern here.

SERDES Power Supply Sequencing Requirements

When using the SERDES with 1.5V VDDIB or VDDOB supplies, the SERDES should not be left in a steady state
condition with the 1.5V power applied and the 1.2V power not applied. Both the 1.2V and the 1.5V power should be
applied to the SERDES at nominally the same time. The normal variation in ramp-up times of power supples and
voltage regulators is not a concern.

Additional Requirement for SERDES Power Supply

All VCC12 pins need to be connected on all devices independent of functionality used on the device. This analog
supply is used by both the RX and TX portions of the SERDES and is used to control the core SERDES logic
regardless of the SERDES being used in the design. VDDIB and VDDOB are used as supplies for the terminations
on the CML input and output buffers. If a particular channel is not used, these can be UNCONNECTED (floating).
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VDDAX25 needs to be connected independent of the use of the SERDES. This supply is used to control the SER-
DES CML /O regardless of the SERDES being used in the design.
Supported Source Synchronous Interfaces

The LatticeSC devices contain a variety of hardware, such as delay elements, DDR registers and PLLs, to simplify
the implementation of Source Synchronous interfaces. Table 2-11 lists Source Synchronous and DDR/QDR stan-
dards supported in the LatticeSC. For additional detail refer to technical information at the end of the data sheet.

Table 2-11. Source Synchronous Standards Table'

Source Synchronous Standard Clocking Speeds (MHz) Data Rate (Mbps)
RapidlO DDR 500 1000
HyperTransport? DDR 800 1600
SPI4.2 (POS-PHY4)/NPSI DDR 500 1000
SFI4/XSBI oon oo 667
XGMII DDR 156.25 312
CSIX SDR 250 250
QDRII/QDRII+ memory interface DDR 300 600
DDR memory interface DDR 240 480
DDRII memory interface DDR 333 667
RLDRAM memory interface DDR 400 800

1. Memory width is dependent on the system design and limited by the number of I/Os in the device.
2. Tested using non-coupled, six-inch traces fed directly into an edge clock resource.

flexiPCS™ (Physical Coding Sublayer Block)

flexiPCS Functionality

The LatticeSC family combines a high-performance FPGA fabric, high-performance 1/Os and large embedded
RAM in a single industry leading architecture. LatticeSC devices also feature up to 32 channels of embedded SER-
DES with associated Physical Coding Sublayer (PCS) logic. The flexiPCS logic can be configured to support
numerous industry standard high-speed data transfer protocols.

Each channel of flexiPCS logic contains dedicated transmit and receive SERDES for high-speed, full-duplex serial
data transfers at data rates up to 3.8 Gbps. The PCS logic in each channel can be configured to support an array of
popular data protocols including SONET (STS-12/STS-12c, STS-48/STS-48¢, and TFI-5 support of 10 Gbps or
above), Gigabit Ethernet (compliant to the IEEE 1000BASE-X specification), 1.02 or 2.04 Gbps Fibre Channel,
PCI-Express, and Serial RapidIlO. In addition, the protocol based logic can be fully or partially bypassed in a num-
ber of configurations to allow users flexibility in designing their own high-speed data interface.

Protocols requiring data rates above 3.8 Gbps can be accommodated by dedicating either one pair or all four chan-
nels in one flexiPCS quad block to one data link. One quad can support full-duplex serial data transfers at data
rates up to 15.2 Gbps. A single flexiPCS quad can be configured to support 10Gb Ethernet (with a fully compliant
XAUI interface), 10Gb Fibre Channel, and x4 PCI-Express and 4x RapidIO.

The flexiPCS also provides bypass modes that allow a direct 8-bit or 10-bit interface from the SERDES to the
FPGA logic which can also be geared to run at 1/2 speed for a 16-bit or 20-bit interface to the FPGA logic. Each
SERDES pin can be DC coupled independently and can allow for both high-speed and low-speed operation down
to DC rates on the same SERDES pin, as required by some Serial Digital Video applications.

The ispLEVER design tools from Lattice support all modes of the flexiPCS. Most modes are dedicated to applica-
tions associated with a specific industry standard data protocol. Other more general purpose modes allow a user to
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define their own operation. With ispLEVER, the user can define the mode for each quad in a design. Nine modes
are currently supported by the ispLEVER design flow:

8-bit SERDES Only
10-bit SERDES Only
SONET (STS-12/STS-48)
Gigabit Ethernet

Fibre Channel

XAUI

Serial RapidlO
PCI-Express

Generic 8b10b

flexiPCS Quad

The flexiPCS logic is arranged in quads containing logic for four independent full-duplex data channels. Each
device in the LatticeSC family has up to eight quads of flexiPCS logic. The LatticeSC Family Selection Guide table
on the first page of this data sheet contains the number of flexiPCS channels present on the chip. Note that in
some packages (particularly lower pin count packages), not all channels from all quads on a given device may be
bonded to package pins.

Each quad supports up to four channels of full-duplex data and can be programmed into any one of several proto-
col based modes. Each quad requires its own reference clock which can be sourced externally or from the FPGA
logic. The user can utilize between one and four channels in a quad, depending on the application.

Figure 2-30 shows an example of four flexiPCS quads in a LatticeSC device. Quads are labeled according to the
address of their software controlled registers.

Figure 2-30. LatticeSC flexiPCS
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Since each quad has its own reference clock, different quads can support different standards on the same chip.
This feature makes the LatticeSC family of devices ideal for bridging between different standards.

flexiPCS quads are not dedicated solely to industry standard protocols. Each quad (and each channel within a
quad) can be programmed for many user defined data manipulation modes. For example, modes governing user-
defined word alignment and multi-channel alignment can be programmed for non-standard protocol applications.

For more information on the functions and use of the flexiPCS, refer to the LatticeSC flexiPCS Data Sheet.

System Bus

Each LatticeSC device connects the FPGA elements with a standardized bus framework referred to as a System
Bus. Multiple bus masters optimize system performance by sharing resources between different bus masters such
as the MPI and configuration logic. The wide data bus configuration of 32 bits with 4-bit parity supports high-band-
width, data intensive applications.

There are two types of interfaces on the System Bus, master and slave. A master interface has the ability to per-
form actions on the bus, such as writes and reads to and from a specific address. A slave interface responds to the
actions of a master by accepting data and address on a write and providing data on a read. The System Bus has a
memory map which describes each of the slave peripherals that is connected on the bus. Using the addresses
listed in the memory map, a master interface can access each of the slave peripherals on the System Bus. Any and
all peripherals on the System Bus can be used at the same time. Table 2-12 list all of the available user peripherals
on the System Bus after device power-up.

Table 2-12. System Bus User Peripherals

Peripheral Name Interface Type
Micro Processor Interface MPI Master
User Master Interface UMI Master
User Slave Interface usl Slave
Serial Management Interface (PLL, DLL, User Logic) SMI Slave
Physical Coding Sublayer PCS Slave
Direct FPGA Access DFA Slave

The peripherals listed in Table 2-12 can be added when the System Bus module is created using Module IP/Man-
ager (ispLEVER Module/IP Manager).

Figure 2-31 also lists the existing peripherals on the System Bus. The gray boxes are available only during configu-
ration. Refer to Lattice technical note TN1080, LatticeSC sysCONFIG Usage Guide, for configuration options. The
Status and Config box refers to internal System Bus registers. This document presents all the interfaces listed in
Table 2-12 in detail to help the user utilize the desired functions of the System Bus.
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Figure 2-31. LatticeSC System Bus Interfaces
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Several interfaces exist between the System Bus and other FPGA elements. The MPI interface acts as a bridge
between the external microprocessor bus and System Bus. The MPI may work in an independent clock domain
from the System Bus if the System Bus clock is not sourced from the external microprocessor clock. Pipelined
operation allows high-speed memory interface to the EBR and peripheral access without the requirement for addi-
tional cycles on the bus. Burst transfers allow optimal use of the memory interface by giving advance information of
the nature of the transfers.

Details for the majority of the peripherals can be found in the associated technical documentation, see details at
the end of this data sheet. Additional details of the MPI are provided below.

Microprocessor Interface (MPI)

The LatticeSC family devices have a dedicated synchronous MPI function block. The MPI is programmable to oper-
ate with PowerPC/PowerQUICC MPC860/MPC8260 series microprocessors. The MPI implements an 8-, 16-, or
32-bit interface with 1-bit, 2-bit, or 4-bit parity to the host processor (PowerPC) that can be used for configuration
and read-back of the FPGA as well as for user-defined data processing and general monitoring of FPGA functions.

The control portion of the MPI is available following power-up of the FPGA if the mode pins specify MPI mode, even
if the FPGA is not yet configured. The width of the data port is selectable among 8-, 16-, or 32-bit and the parity bus
can be 1-, 2-, or 4-bit. In configuration mode the data and parity bus width are related to the state of the M[0:3]
mode pins. For post-configuration use, the MPI must be included in the configuration bit stream by using an MPI
library element in your design from the ispLEVER primitive library, or by setting the bit of the MPI configuration con-
trol register prior to the start of configuration. The user can also enable and disable the parity bus through the con-
figuration bit stream. These pads can be used as general I/O when they are not needed for MPI use.

The MPI block also provides the capability to interface directly to the FPGA fabric with a databus after configura-
tion.The bus protocol is still handled by the MPI block but the direct FPGA access allows high-speed block data
transfers such as DMA transactions. Figure 2-32 shows one of the ways a PowerPC is connected to MPI.

2-37



Architecture
Lattice Semiconductor LatticeSC/M Family Data Sheet

Figure 2-32. PowerPCI and MPI Schematic
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Configuration and Testing

The following section describes the configuration and testing features of the LatticeSC family of devices.

IEEE 1149.1-Compliant Boundary Scan Testability

All LatticeSC devices have boundary scan cells that are accessed through an IEEE 1149.1 compliant test access
port (TAP). This allows functional testing of the circuit board, on which the device is mounted, through a serial scan
path that can access all critical logic nodes. Internal registers are linked internally, allowing test data to be shifted in
and loaded directly onto test nodes, or test data to be captured and shifted out for verification. The test access port
consists of dedicated 1/0Os: TDI, TDO, TCK and TMS. The test access port has its own supply voltage V¢, and can
operate with LVCMOS33, 25 and 18 standards. For additional detail refer to technical information at the end of the
data sheet.

Device Configuration

All LatticeSC devices contain three possible ports that can be used for device configuration. The serial port, which
supports bit-wide configuration, and the sysCONFIG port that supports both byte-wide and serial configuration.
The MPI port supports 8-bit, 16-bit or 32-bit configuration.

The serial port supports both the IEEE Std. 1149.1 Boundary Scan specification and the IEEE Std. 1532 In-System
Configuration specification. The sysCONFIG port is a 20-pin interface with six of the I/Os used as dedicated pins
and the rest being dual-use pins. When sysCONFIG mode is not used, these dual-use pins are available for gen-
eral purpose I/O. All I/Os for the sysCONFIG and MPI ports are in I/O bank #1.

On power-up, the FPGA SRAM is ready to be configured with the sysCONFIG port active. The IEEE 1149.1 serial
mode can be activated any time after power-up by sending the appropriate command through the TAP port. Once a
configuration port is selected, that port is locked and another configuration port cannot be activated until the next
re-initialization sequence. For additional detail refer to technical information at the end of the data sheet.
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Internal Logic Analyzer Capability (ispTRACY)

All LatticeSC devices support an internal logic analyzer diagnostic feature. The diagnostic features provide capabil-
ities similar to an external logic analyzer, such as programmable event and trigger condition and deep trace mem-
ory. This feature is enabled by Lattice’s ispTRACY. The ispTRACY utility is added into the user design at compile
time. For additional detail refer to technical information at the end of the data sheet.

Temperature Sensing
Lattice provides a way to monitor the die temperature by using a temperature-sensing diode that is designed into

every LatticeSC device. The difference in Vgg of the diode at two different forward currents varies with temperature.
This relationship is shown in Figure 2-33. The accuracy of the temperature-sensing diode is typically +/- 10°C.

On packages that include PROBE_GND, the most accurate measurements will occur between the TEMP pin and
the PROBE_GND pin. On packages that do not include PROBE_GND, measurements should be made between
the TEMP pin and board ground.

This temperature-sensing diode is designed to work with an external temperature sensor such as the Maxim
1617A. The Maxim 1617A is configured to measure difference in Vgg (of the temperature-sensing diode) at 10pA
and at 100pA. This difference in Vgg voltage varies with temperature at approximately 1.64 mV/°C. A typical device
with a 85°C junction temperature will measure approximately 593mV. For additional detail refer to the temperature-
sensing diode technical note, TN1115.

Figure 2-33. Sensing Diode Typical Characteristics
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Oscillator

Every LatticeSC device has an internal CMOS oscillator, which is used as a master serial clock for configuration
and is also available as a potential general purpose clock (MCK) for the FPGA core. There is a K divider (divide by
2/4/8/16/32/64/128) available with this oscillator to get lower MCK frequencies. This clock is available as a general
purpose clock signal to the software routing tool. For additional detail refer to technical information at the end of the
data sheet.

2-39



Architecture
Lattice Semiconductor LatticeSC/M Family Data Sheet

Density Shifting

The LatticeSC family has been designed to ensure that different density devices in the same package have the
same pin-out. Furthermore, the architecture ensures a high success rate when performing design migration from
lower density parts to higher density parts. In many cases, it is also possible to shift a lower utilization design tar-
geted for a high-density device to a lower density device. However, the exact details of the final resource utilization
will impact the likely success in each case.
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Absolute Maximum Ratings

Supply Voltage Voo Vec12, VDDIB, VDDOB « + + + v v v emveeneeeneeeeaees -0.5t0 1.6V
Supply Voltage Veocaux, VDDAX25, VTT « -+« v veev e -0.5t0 2.75V
Supply Voltage V- - - v v e et -0.51t0 3.6V
Supply Voltage Vo (Banks 1,4, 5). ... ..o -0.5t0 3.6V
Supply Voltage Vegio (Banks 2, 3,6, 7). ..o oo -0.5t0 2.75V
Input or I/O Tristate Voltage Applied (Banks 1,4,5) ................... -0.51t0 3.6V
Input or I/O Tristate Voltage Applied (Banks 2,3,6,7) ................ -0.5t0 2.75V
Storage Temperature (Ambient). . . ... ... . -65 to 150°C
Junction Temperature UnderBias (Tj) . ... ... ..o +125°C
Notes:

1. Stress above those listed under the “Absolute Maximum Ratings” may cause permanent damage to the device. Functional operation of the
device at these or any other conditions above those indicated in the operational sections of this specification is not implied.

2. Compliance with the Lattice Thermal Management document is required.

. All voltages referenced to GND.

4. Undershoot and overshoot of -2V to (VIHMAX +2) volts is permitted for a duration of <20ns.

w

Recommended Operating Conditions

Symbol Parameter Min. Max. Units
Vet Core Supply Voltage (Nominal 1.2V Operation) 0.95 1.26 \
Veeaux® Programmable 1/0O Auxiliary Supply Voltage 2.375 2.625 \'%
Veeioh 228 Programmable I/O Driver Supply Voltage (Banks 1, 4, 5) 1.14 3.45 \Y
Veeioh2 %8 Programmable I/O Driver Supply Voltage (Banks 2, 3, 6, 7) 1.14 2.625 Vv

Internal 1.2V Power Supply Voltage for Configuration Logic and
Veeyoh® FPGA PLL, SERDES PLL Power Supply Voltage and SERDES 1.14 1.26 \%
Analog Supply Voltage
Vobis SERDES Input Buffer Supply Voltage 1.14 1.575 \
Vbpbos SERDES Output Buffer Supply Voltage 1.14 1.575 \
Vbpaxas SERDES Termination Auxiliary Supply Voltage 2.375 2.625 \
Veey"® Supply Voltage for IEEE 1149.1 Test Access Port 1.71 3.45 \%
V28 Programmable 1/O Termination Power Supply 0.5 Vceaux - 0.5 v
ticom Junction Temperature, Commercial Operation 0 +85 Cc
tyND Junction Temperature, Industrial Operation -40 105 C

1. If Veeio Or Vegy is set to 2.5V, they must be connected to the same power supply as Veeoaux-

2. See recommended voltages by I/O standard in subsequent table.

3. When V1 termination is not required, or used to provide the common mode termination voltage (V). these pins can be left unconnected
on the device.

4. V12 cannot be lower than V¢ at any time. For 1.2V operation, it is recommended that the V¢ and V12 supplies be tied together with
proper noise decoupling between the digital VCC and analog VCC12 supplies.

5. Vg, Vecio (all banks), Voo and Vg must reach their minimum values before configuration will proceed.

6. If Voo for a bank is nominally 1.2V/1.5V/1.8V, then Vcayx must always be higher than Vg o during power up.

© 2008 Lattice Semiconductor Corp. All Lattice trademarks, registered trademarks, patents, and disclaimers are as listed at www.latticesemi.com/legal. All other brand
or product names are trademarks or registered trademarks of their respective holders. The specifications and information herein are subject to change without notice.
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Power Supply Ramp Rates

Symbol Parameter Condition Min. Typ. Max | Units
. Over process, voltage, 3.45 — — | mV/ps
tramp | Power supply ramp rates for all power supplies temperature — — =5 poy
1. See the Power-up and Power-Down requirements section for more details on power sequencing.
2. From 0.5V to minimum operating voltage.
- ngn - 1
Hot Socketing Specifications
Symbol Parameter Condition Min. Typ. Max | Units
lok PrograTmaELe and dedicated Input or I/O leakage 0 <=V} <= Vj (MAX) _ _ +1500 LA
current= > ">
SERDES average input current when device powered
IHDIN | down and inputs driven’ 4 mA
1. See Hot Socket power up/down information in Chapter 2 of this document.
2. Assumes monotonic rise/fall rates for all power supplies.
3. Sensitive to power supply sequencing as described in hot socketing section.
4. Assumes power supplies are between 0 and maximum recommended operations conditions.
5. IDK is additive to Ipy, Ipp or Igy.
6. Represents DC conditions. For the first 20ns after hot insertion, current specification is 8 mA.
7. Assumes that the device is powered down with all supplies grounded, both P and N inputs driven by a CML driver with maximum allowed

VDDOB of 1.575V, 8b/10b data and internal AC coupling.

DC Electrical Characteristics®

Over Recommended Operating Conditions

Symbol Parameter Condition Min.? Typ. Max. |Units
|||_7 ||H1 Input or I/0 Low Ieakage 0= V|N =< V|H (MAX) — — 10 UA
IPU 1/0O Active PU"-Up Current |0 < V|N <0.7 VCC|O -30 — -210 HA
pp |l Active Pull-down CUr- v, anax) < vy < Vi (MAX) 30 — 210 | pA
Bus Hold Low Sustainin
IBHLS  |GCurrent 9 |Vin = Vi (MAX) 30 — — HA
Bus Hold High Sustainin
IBHHS  |Gurrent g 9 |Vin=0.7Vccio -30 — — HA
Bus Hold Low Overdrive
IBHLO Current 0= VIN = VIH (MAX) — — 210 HA
Bus Hold High Overdrive
BHH oot 0 = Vjy = Vi (MAX) — — 210 | pA
lcL PCI Low Clamp Current |-3<V|y = -1 -25 + (V)y + 1)/0.015 — — mA
Iy |PCI High Clamp Current |Vgg +4 > Vi = Vg + 1 25+ (Vi Voo N1 — | mA
VBHT Bus Hold trlp Points 0= V|N =< V|H (MAX) V||_ (MAX) — V|H (MlN) \Y
Veeio = 3.3V, 2.5V, 1.8V, 1.5V, 1.2V,
Ct1 I/O Capacitance® Ve =1.2V, Vegipe = 1.2V, — 8 — pf
VCCAUX =2.5, VIO =0to VIH (MAX)
. Dedicated Input Veeio = 3.3V, 2.5V, 1.8V, 1.5V, 1.2V,
C3 Capacitance2 VCC =1.2V, VCC|P2 =1.2V, —_— 6 — pf
Vecaux = 2.5, Vip = 0 to Vi (MAX)

1. Input or I/O leakage current is measured with the pin configured as an input or as an I/O with the output driver tri-stated. It is not measured
with the output driver active. Bus maintenance circuits are disabled.

a s~ wON

. Tp 25°C, f = 1.0MHz
- Ipy, Ipps IBHLS @nd IgpyHs have minimum values of 15 or -15pA if Vg is set to 1.2V nominal.
. This table does not apply to SERDES pins.
. For programmable 1/Os.
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Initialization and Standby Supply Current

The table below indicates initialization and standby supply current while operating at 85°C junction temperature
(T), which is the high end of the commercial temperature range, and 105°C, which is the high end of the industrial
temperature range. This data assumes all outputs are tri-stated and all inputs are configured as LVCMOS and held
at Voo or GND. The remaining SERDES supply current for Vppg and Vppog is detailed in the SERDES section
of this data sheet. For power at your design temperature, it is recommended to use the Power Calculator tool which
is accessible in ispLEVER or can be used as a standalone tool. For more information on supply current, see the
reference to additional technical documentation available at the end of this data sheet.

Over Recommended Operating Conditions

25°C 85°C 105°C
Typ.' Max.2 Max.? |Units

Symbol Condition Parameter Device All -5, -6 -7 -5, -6
LFSC/M15 | 65 449 | 678 | 755 | mA
_ LFSC/M25 | 113 | 798 | 1255 | 1343 | mA
(VCC = 1.2V +/- 5%) gﬁ:fegtpera“”g Power Supply  TFSC/mao | 159 | 1178 | 2006 | 1981 | mA
LFSC/M80 | 276 | 2122 | 3827 | 3569 | mA
| LFSC/M115| 454 | 3376 | — | 5679 | mA
ce LFSC/M15 | 45 | 312 | 471 | 524 | mA
_ LFSC/M25 | 79 554 | 872 | 933 | mA
(VCC = 1.0V +/- 5%) ga:fegtpera“"g Power Supply LFSC/M40 | 110 | 818 | 1393 | 1375 | mA
LFSC/M80 | 191 | 1473 | 2658 | 2478 | mA
LFSC/M115| 315 | 2344 | — | 3943 | mA
LFSC/M15 | 23 39 59 35 | mA
1 .2V_Powgr Supply Current for LFSC/M25 25 50 78 56 mA
o1z gggggg"tF',OL”L;‘;%%EESQSPLL’ LFSC/M40 | 31 78 | 133 | 89 | mA
Analog Supplies LFSC/M80 50 108 195 123 mA
LFSC/M115| 65 131 — 154 | mA
LFSC/M15 7 12 19 14 | mA
- _ LFSC/M25 9 16 25 18 | mA
lGAUX éﬂ’:;girty Operating Power Supply [ e5e/va0 | 12 23 39 | 25 | mA
LFSC/M80 | 13 25 45 23 | mA
LFSC/M115| 16 27 — 26 | mA
LFSC/M15 | 0.1 0.2 0.3 02 | mA
LFSC/M25 | 0.3 0.6 1.0 07 | mA
lccio and Bank Power Supply Current LFSC/M40 0.4 0.9 15 10 mA

lecy (per bank)

LFSC/M80 | 05 11 2.1 13 | mA
LFSC/M115| 0.7 15 — 18 | mA

1. Igc is specified at T = 25°C and typical V.
2. Icc is specified at the respective commercial and industrial maximum T and Vg limits.
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PURESPEED I/0 Recommended Operating Conditions

Veeio (V) Vger (V)

Standard Min. Typ. Max. Min. Typ. Max.
LVCMOS 33 3.135 3.3 3.465 — — —
LVCMOS 25 2.375 25 2.625 — — —
LVCMOS 18 1.71 1.8 1.89 — — —
LVCMOS 15 1.425 1.5 1.575 — — —
LVCMOS 12 1.14 1.2 1.26 — — —
LVTTL 3.135 3.3 3.465 — — —
PCI33 3.135 3.3 3.465 — — —
PCIX33 3.135 3.3 3.465 — — —
PCIX15 1.425 1.5 1.575 0.49Vccio 0.5Vccio 0.51V¢cio
AGP1X33 3.135 3.3 3.465 — — —
AGP2X33 3.135 3.3 3.465 0.39Vccio 0.4Vecio 0.41Vecio
SSTL18_|, I8 1.71 1.8 1.89 0.833 0.9 0.969
SSTL25_|, II® 2.375 25 2.625 1.15 1.25 1.35
SSTL33_|, I8 3.135 3.3 3.465 1.3 1.5 1.7
HSTL15_1I, 113 1.425 1.5 1.575 0.68 0.75 0.9
HSTL15_llI" 3 and V"3 1.425 1.5 1.575 0.68 0.9 0.9
HSTL 18_I3, II° 1.71 1.8 1.89 0.816 0.9 1.08
HSTL 18_1lI"-3, V"3 1.71 1.8 1.89 0.816 1.08 1.08
GTL12"3 GTLPLUS15"? — — — 0.882 1.0 1.122
LVDS — — — — — —
Mini-LVDS — — — — — —
RSDS — — — — — —
HYPT (Hyper Transport) — — — — — —
LVPECLS33 (outputs)? 3.135 3.3 3.465 — — —
LVPECLS3S3 (inputs)** — <25 — — — —
BLVDS25> 8 2.375 25 2.625 — — —
MLVDS25% 32 2.375 25 2.625 — — —
SSTL18D_I3, I8 1.71 1.8 1.89 — — —
SSTL25D_I3, I8 2.375 25 2.625 — — —
SSTL33D_I3, I8 3.135 3.3 3.465 — — —
HSTL15D_I3, I8 1.425 1.5 1.575 — — —
HSTL18D_I3, II° 1.71 1.8 1.89 — — —
1. Input only.

2. Inputs on chip. Outputs are implemented with the addition of external resisters.
3. Input for this standard does not depend on the value of Vg o.
4. Inputs for this standard cannot be in 3.3V VCCIO banks (< 2.5V only).
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PURESPEED 1/O Single-Ended DC Electrical Characteristics

Over Recommended Operating Conditions

Input/Output ViL Vi VoL Max. | Voy Min. loL lon
Standard  |Min. (V)] Max. (V) Min. (V) |[Max. (V)| (V) V) (mA) (mA)
LVCMOS 33 03 0.8 2 3465 | 04 24 24,16,8 | 24,-16, 8
02 | vcCio-02| od 01
LVTTL 03 0.8 2 3465 | 04 24 24,16,8 | -24,-16, -8
02 | VvCClO-02| of 01
LVCMOS 25 03 0.7 17 2.65 04 | VCCIO-04 |16,12, 8, 4| -16, 12, 8, -4
02 | vcclo-02| od 01
LVCMOS 18 03 | 0.35VCCIO | 0.65VCCIO | 2.65 04 | VCCIO-04 |16,12,8, 4| 16,12, 8, -4
02 |vcCio-02| od 01
LVCMOS 15 03 | 0.35VCCIO | 0.65VCCIO | 2.65 04 | VCCIO-04 |16, 12,8, 4| -16, -12, 8, -4
02 | VvCClO-02| of 01
LVCMOS 12 03 | 0.35VCCIO | 0.66VCCIO | 2.65 03 | VCCIO-03 |12,8,4,2 | 12,8, -4, 2
02 | vcclo-02| od 01
PCIX15 03 | 03VCCIO | 05VCCIO | 15 |0.1VCCIO| 0.9VCCIO 15 05
PCI33 03 | 03VCCIO | 05VCCIO | 3.465 |0.1VCCIO| 0.9VCCIO 15 05
PCIX33 03 | 0.35VCCIO | 05VCCIO | 3.465 |0.1VCCIO| 0.9VCCIO 15 05
AGP-1X, AGP-2X | -0.3 | 03VCCIO | 05VCCIO | 3.465 |0.1VCCIO| 0.9VCCIO 15 05
SSTL3 03 | VREF-02 | VREF+02 | 3465 | 07 | VCCIO-1.1 8 8
SSTS3_I OST? 03 | VREF-02 | VREF+02 | 3465 | 09 | VCCIO-13 8 8
SSTL3I 03 | VREF-02 | VREF+02 | 3465 | 05 | VCCIO-09 16 6
SSTL3 11 OST? 03 | VREF-02 | VREF+02 | 34656 | 09 |VCCIO-0.13| 16 16
SSTL2 | 03 |VREF-018| VREF+0.18 | 265 | 054 |VCCIO-062| 76 76
SSTL2_1 0ST? 03 |VREF-018 | VREF+0.18 | 265 | 073 |vCClO-081| 76 76
SSTL2_ I 03 |VREF-018| VREF+0.18 | 265 | 035 |VCCIO-043| 152 152
SSTL2 11 OST? 03 |VREF-018| VREF+0.18 | 2656 | 073 |VCCIO-081| 152 152
SSTLi8 03 |VREF-0125| VREF+0.125| 265 | 028 |VCCIO-028| 134 134
SSTLi8_ I 03 |VREF-0125| VREF+0.125| 265 | 028 |VCCIO-028| 134 134
HSTL15_1 03 | VREF-01 | VREF+01 | 265 04 | VCCIO-0.4 8 8
HSTL15_1I 03 | VREF-01 | VREF+01 | 265 04 | VCCIO-04 16 6
HSTL15 1l 03 | VREF-01 | VREF+01 | 265 N/A N/A N/A N/A
HSTL15_IV1 03 | VREF-01 | VREF+01 | 265 N/A N/A N/A N/A
HSTL18_1 03 | VREF-01 | VREF+01 | 265 04 |VCCIO-04| 96 96
HSTL18_1I 03 | VREF-01 | VREF+01 | 265 04 | VCCIO-04| 192 92
HSTL18 Il 03 | VREF-01 | VREF+01 | 265 N/A N/A N/A N/A
HSTL18_IV1 03 | VREF-01 | VREF+01 | 265 N/A N/A N/A N/A
g'[;,ﬂ’m 5 03 | VREF-02 | VREF+02 | NA N/A N/A N/A N/A
1. Input only.

2. Input with on-chip series termination.
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PURESPEED I/0O Differential Electrical Characteristics

LVDS
Over Recommended Operating Conditions
Parameter
Symbol Parameter Description Test Conditions Min. Typ. Max. Units
Vine Vinm | Input voltage 0 — 2.4 \
VTHD Differential input threshold (Q-Q) +-100 — — mv
Vem Input common mode voltage 0.05 1.2 2.35 \
N Input current Power on or power off — — +/-10 pA
VoH Output high voltage for Vgp or Vo |Rt = 100 Ohm — 1.38 1.60 \
VoL Output low voltage for Vop or Vg |Rt =100 Ohm 0.9v 1.03 — \
Vob Output voltage differential (Vop - Vom), Ry =100 Ohm 250 350 450 mV
AVop IC(J)I'\:Vange in Vop between high and _ _ 50 mv
Vos Output voltage offset (Vop - Vom)/2, R = 100 Ohm 1.125 1.20 1.375 \
AVps Change in Vog between H and L — — 50 mV
IsaB Output short circuit current ;llqog't:;c?v Driver outputs — — 12 mA
Notes:
1. Data is for 3.5mA differential current drive. Other differential driver current options are available.
2. If the low power mode of the input buffer is used, the minimum V¢, is 600 mV.
Hyper Transport
Over Recommended Operating Conditions

Parameter Symbol Description Min. Typ. Max. Units
Vobp Differential output voltage 500 600 700 mV
AVop Change in Vgp magnitude -15 — 15 mV
Vocum Output common mode voltage 560 600 640 mV
AVoem Change in Vocp magnitude -15 — 15 mV
Vip Input differential voltage 500 600 700 mV
AVp Input differential voltage -15 — 15 mV
Viem Input common mode voltage 500 600 700 mV
AVicm Change in V| magnitude -15 — 15 mV
Notes:

1. Data is for 6mA differential current drive. Other differential driver current options are available.
2. If the low power mode of the input buffer is used, the minimum V¢, is 600 mV.
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Mini-LVDS
Over Recommended Operating Conditions
Parameter Symbol Description Min. Typ. Max. Units
Z5 Single-ended PCB trace impedance 30 50 75 ohms
Rt Differential termination resistance 60 100 150 ohms
Vob Output voltage, differential, [Vop - Vom| 300 — 600 mV
Vos Output voltage, common mode, |Vgp + Voum|/2 1 1.2 1.4 \Y
AVop Change in Vgp, between H and L — — 50 mV
AVip Change in Vg, between H and L — — 50 mV
VTHD Input voltage, differential, |Vinp - Vinul 200 — 600 mV
Vewm Input voltage, common mode, |Vinp + Vinml’2 | 0.3+(V1Hp/2) — 2.1-(V1yp/2)
TR, TE Output rise and fall times, 20% to 80% — — 500 ps
Tobuty Output clock duty cycle 45 — 55 %
TipuTy Input clock duty cycle 40 — 60 %
Note: Data is for 6mA differential current drive. Other differential driver current options are available.
RSDS
Over Recommended Operating Conditions
Parameter Symbol Description Min. Typ. Max. Units
Vob Output voltage, differential, Rt = 100 ohms 100 200 600 mV
Vos Output voltage, common mode 0.5 1.2 1.5 \'%
IrsDs Differential driver output current 1 2 6 mA
V1D Input voltage differential 100 — — mV
Vem Input common mode voltage 0.3 — 15 \
T, T¢ Output rise and fall times, 20% to 80% — 500 — ps
TobuTy Output clock duty cycle 45 50 55 %

Note: Data is for 2mA drive. Other differential driver current options are available.
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Differential HSTL and SSTL

Differential HSTL and SSTL outputs are implemented as a pair of complementary single-ended outputs. All allow-
able single-ended output classes (class | and class Il) are supported in this mode.

MLVDS

The LatticeSC devices support the MLVDS standard. This industry standard is emulated using controlled imped-
ance complementary LVCMOS outputs in conjunction with a parallel external resistor across the driver outputs.
MLVDS is intended for use when multi-drop and bi-directional multi-point differential signaling is required. The
scheme shown in Figure 3-1 is one possible solution for bi-directional multi-point differential signals.

Figure 3-1. MLVDS Multi-Point Output Example

Heavily loaded backplane, effective Zo ~ 50 to 70 ohms differential

2.5V 2.5V
50 50-70 ohms, +/-1% 50-70 ohms, +- 1% 50
—/\ ———{[]—o o—{[1—
2.5V 2.5V
50 50
IT1 Py IT1
|5 'l| b N
— —
|- [ |- |-
— ] . o

2.5V 2.5V / 2.5V
50 50 50

'—
2.5v
50
»—{>o— ',_D%

Table 3-1. MLVDS DC Conditions’

Over Recommended Operating Conditions

Nominal

Symbol Description Zo=50 | Zo=70 | Units
Zout Output impedance 50 50 ohm
RrLerT Left end termination 50 70 ohm
RTRIGHT Right end termination 50 70 ohm
VoH Output high voltage 1.50 1.575 \
VoL Output low voltage 1.00 0.925 \'
Vob Output differential voltage 0.50 0.65 \
Veum Output common mode voltage 1.25 1.25 \
Ibc DC output current 20.0 18.5 mA

1. For input buffer, see LVDS table.
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BLVDS

The LatticeSC devices support BLVDS standard. This standard is emulated using controlled impedance comple-
mentary LVCMOS outputs in conjunction with a parallel external resistor across the driver outputs. BLVDS is
intended for use when multi-drop and bi-directional multi-point differential signaling is required. The scheme shown
in Figure 3-2 is one possible solution for bi-directional multi-point differential signals.

Figure 3-2. BLVDS Multi-point Output Example

Heavily loaded backplane, effective Zo ~ 45 to 90 ohms differential

2.5V 2.5V
100 45-90 ohms, +/-1% 45-90 ohms, +- 1% 100
» [I—e a
2.5V 2.5V
100 100
Il & IT1
| N5 vl
—
J . - l
X 2.5V 2.5V X
100 100

.—[>o_

Table 3-2. BLVDS DC Conditions’

Over Recommended Operating Conditions

Nominal

Symbol Description Zo=45 | Zo=90 | Units
Zout Output impedance 100 100 ohm
RrLerT Left end termination 45 90 ohm
RTRIGHT Right end termination 45 90 ohm
VoH Output high voltage 1.375 1.48 \
VoL Output low voltage 1.125 1.02 \
Vob Output differential voltage 0.25 0.46 \
Veum Output common mode voltage 1.25 1.25 \
Ibc DC output current 11.2 10.2 mA

1. For input buffer, see LVDS table.
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LVPECL

The LatticeSC devices support differential LVPECL standard. This standard is emulated using controlled imped-
ance complementary LVCMOS outputs in conjunction with a parallel resistor across the driver outputs. The scheme
shown in Figure 3-3 is one possible solution for point-to-point signals.

Figure 3-3. Differential LVPECL

1
3.3V !
! 85 ohms
24mA !
~16 ohms | +-1%
W\ — o
|
1
' 150 100 j>
3.3V |
: 85 ohms ohms ohms
I +/-1%
.
24mA 5 '
| Transmission line, Zo = 100 ohm differential
~16 ohms .
1
b . oy
P ON-chip : OFF-chip _

<« »

Table 3-3. LVPECL DC Conditions’

Over Recommended Operating Conditions

Symbol Description Nominal Units
Zout Output impedance 16 ohm
Rs Driver series resistor 85 ohm
Rp Driver parallel resistor 150 ohm
Rt Receiver termination 100 ohm
VoH Output high voltage 2.03 \
VoL Output low voltage 1.27 \
Vob Output differential voltage 0.76 \
Veum Output common mode voltage 1.65 \
ZBacK Back impedance 86 ohm
Ibc DC output current 12.6 mA

1. For input buffer, see LVDS table.

For further information on LVPECL, BLVDS, MLVDS and other differential interfaces please see details of additional
technical documentation at the end of this data sheet.

On-die Differential Common Mode Termination

Symbol Description Min. Typ. Max. | Units
Cemt Capacitance Vgt to GND — 40 — pF
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Typical Building Block Function Performance
Over Recommended Commercial Operating Conditions at VCC = 1.2V +/- 5%
Pin to Pin Performance (LVCMOS25 12 mA Drive)

Function | -7 | uUnits
Basic Functions
32-bit Decoder 6.65 ns
Combinatorial (Pin to LUT to Pin) 5.58 ns
Embedded Memory Functions (Single Port RAM)
Pin to EBR Input Register Setup (Global Clock) 1.66 ns
EBR Output Clock to Pin (Global Clock) 8.54 ns
Distributed (PFU) RAM (Single Port RAM)
Pin to PFU RAM Register Setup (Global Clock) 1.32 ns
PFU RAM Clock to Pin (Global Clock) 6.83 ns

*Typical performance per function

Register-to-Register Performance

Function -7* Units
Basic Functions
32-Bit Decoder 539 MHz
64-Bit Decoder 517 MHz
16:1 MUX 1003 MHz
32:1 MUX 798 MHz
16-Bit Adder 672 MHz
64-Bit Adder 353 MHz
16-Bit Counter 719 MHz
64-Bit Counter 369 MHz
32x8 SP RAM (PFU, Output Registered) 768 MHz
128x8 SP RAM (PFU, Output Registered) 545 MHz
Embedded Memory Functions
Single Port RAM (512x36 Bits) 372 MHz
True Dual Port RAM 1024x18 Bits (No EBR Out Reg) 326 MHz
True dual port RAM 1024x18 Bits (EBR Reg) 372 MHz
FIFO port (A: x36 bits, B: x9 Bits, No EBR Out Reg) 353 MHz
FIFO port (A: x36 bits, B: x9 Bits, EBR Reg) 375 MHz
True DP RAM Width Cascading (1024x72) 372 MHz
DSP Functions
9x9 1-stage Multiplier 209 MHz
18x18 1-Stage Multiplier 155 MHz
9x9 3-Stage Pipelined Multiplier 373 MHz
18x18 4-Stage Pipelined Multiplier 314 MHz
9x9 Constant Multiplier 372 MHz

*Typical performance per function
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Switching Characteristics

All devices are 100% functionally tested. Listed below are representative values of internal and external timing
parameters. For more specific, more precise, and worst-case guaranteed data at a particular temperature and volt-
age, use the values reported by the static timing analyzer in the ispLEVER design tool from Lattice and back-anno-
tate to the simulation net list.
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LatticeSC/M External Switching Characteristics®
Over Recommended Commercial Operating Conditions at VCC = 1.2V +/- 5%

-7 -6 -5

Parameter Description Min. | Max. | Min. | Max. | Min. | Max. | Units
General I/O Pin Parameters (using Primary Clock without PLL)?
Global Clock Input to Output - PIO Output Reg-

tco ister 2.83 5.74 2.83 6.11 2.83 6.49 ns
Global Clock Input Setup - PIO Input Register ) - ) . ) .

tsu without fixed input delay 0.66 0.66 0.66 ns
Global Clock Input Hold - PIO Input Register _ _ _

ty without fixed input delay 1.73 1.95 2.16 ns
Global Clock Input Setup - PIO Input Register - . .

tSU_IDLY with input delay 0.86 1.08 1.20 ns
Global Clock Input Hold - PIO Input Register i _ i _ i _

tH_|DLY with input delay 0.17 0.17 0.17 ns

fmax_Pru Global Clock frequency of PFU register — 700 — 700 — 700 MHz

fmax_ 10 Global Clock frequency of I/O regist